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## SUMMARY

Digital computing systems, which consist of devices for logical functions and storage as well as interconnects for information transmission, have benefited from the device scaling. The exponential reduction in feature sizes of CMOS microprocessors, known as Moore's Law [1], leads to gigascale integration (GSI) which places immense bandwidth demands on chip-to-chip and chip-to-package interconnects. This evolution is breaking the balance between devices and interconnects, since present-day electrical interconnect performance does not scale as the devices. As such, optical interconnects have been proposed as a potential solution which can overcome design challenges of electrical interconnects due to their completely different physics. Optical fibers are one successful example of leveraging optical signals for long-distance communication; furthermore, chip-level or package-level optical signalings have demonstrated their advantages in heterogeneous integration platforms consisting of both electronics and photonics. A critical factor for enabling chip-to-chip and chip-to-package optical interconnection is efficient optical coupling, which involves the design of high-efficiency and large-bandwidth couplers as well as the development of optical alignment techniques. This research addresses challenges in optical coupling through the design, modeling, analysis, fabrication and testing of optical couplers and the demonstration of a passive self-aligning integration platform.

## CHAPTER 1

## INTRODUCTION

The rapid growth in data centers, 5 G communication, augmented reality, autonomous vehicles, and artificial intelligence, etc., creates increasing demands for higher data rate and larger processing throughput. Even though electronics have pushed their limits to satisfy these needs, heterogeneous integration with photonics is inevitable, as predicted by Integrated Photonic Systems Roadmap International (IPSR-I) [2]. This is because optical signals have many benefits such as large bandwidth, low latency, reduced energy dissipation, dense interconnect design, and negligible dispersion, etc. Optical fibers have successfully demonstrated their superiority in long-haul signal traffic over electrical cables because the loss at high frequencies in electrical wires is significant; the energy efficiency of electrical links drops notably when transmitting large throughput over a large distance ( $>1 \mathrm{~mm}$ ). For shorter-distance signal communication inside computing systems, the buses that carry information on the chip-level or the package-level run at rates much slower than the clock rate on the chips due to various limitations with electrical interconnects, such as wave reflection, crosstalk and inductance, etc. In addition, the scaling of electrical interconnects becomes a critical limiting factor to the performance of the overall computing system. On the contrary, an optical system can address most of the problems encountered in electrical interconnects. As technology advances, the emergence of 2.5D/3D integrated photonics [2] offers opportunities for denser and more complex network designs without the challenges of waveguide crossings and crosstalk. Optical couplers are critical components to achieve efficient integrated photonics, which enable chip-to-chip, chip-to-package, and package-to-package optical connections. Therefore, designing high-performance optical couplers, e.g. fiber couplers and interlayer couplers, and developing accurate and robust integration approaches are important to the field of packaging and integration.

Here in the Introduction, we review recent developments in high performance computing (HPC). Next we discuss the increasing difficulties in continuing HPC performance enhancement due to the problems of electrical interconnects. Subsequently, the potentials of optical interconnects are evaluated and some commercial optical products are introduced. Further, we discuss challenges in current optical interconnect technologies and the necessity of heterogeneous integration. Finally, the research presented in this thesis will be briefly summarized.

### 1.1 Commercial Processors

Individual processors, such as the central processing units (CPUs) and specialized graphic processing units (GPUs), comprise of electronic circuits that implement the basic arithmetic, logic, control, input/output (I/O), and memory operations specified by the instructions. Most modern CPUs are contained on a single integrated circuit (IC), on which other components, such as memory, and peripheral interfaces, etc., are also integrated. Such integrated "microprocessor" chip may also be called microcontroller or System-on-Chip (SoC). An IC with multiple CPUs, or "cores", is refered to as a "socket" [3]. Some specialized integrated circuits can be configured by a user after manufacturing, such as the Field-Programmable Gate Arrays (FPGAs). FPGAs contain an array of programmable logic blocks, memory elements, and a hierarchy of reconfigurable interconnects. Among all the components on an IC, memory elements limit the overall bandwidth of the microprocessor. The critical requirement for any system's performance is the ability to read/write large amounts of data from/to memory efficiently, and the memory bandwidth creates a bottleneck for next-generation platforms, including data centers, high-performance computing systems, 8 K broadcasting, wireline networking, and Internet of Things (IoT). The memory bandwidth limitation makes it harder to achieve the growing data traffic rate, which is projected to be 4.8 ZB per year (approximately $150 \mathrm{~TB} / \mathrm{s}$ ) globally by 2022 [4]. Actually,
the memory bandwidth is largely limited by the I/O bandwidth, since it is not physically possible to integrate enough I/O pins to support a wide enough memory bus delivering the required bandwidth. Adding more components cannot solve the problem due to the increased power and form factor impact. To mitigate this issue, Intel launched the Stratix 10 MX FPGA (Fig. 1.1(a)) in 2017, whose components are schematically shown in Fig. 1.2. This FPGA consists of two HBM2 (second-generation High-Bandwidth Memory) memory tiles (up to four tiles per package) and four transceivers which are interconnected to the central FPGA core fabric via the Embedded Multi-die Interconnect Bridge (EMIB) technology [5]. Each HBM2 memory tile contains either 4 or 8 memory layers and supports up to 16 independent channels (64 bits each). Each channel can run at data rates of up to $2 \mathrm{~GB} / \mathrm{s}$ ( 16 $\mathrm{Gb} / \mathrm{s}$ ) and provide up to $16 \mathrm{~GB} / \mathrm{s}$ of aggregate bandwidth per channel [6]. Xilinx's Virtex UltraScale+ FPGA (Fig. 1.1(b)) demonstrates 8 GB memory and $8384 \mathrm{~Gb} / \mathrm{s}$ bandwidth [7]. Intel also launched the Xeon Scalable CPUs to achieve a high aggregate bandwidth of 1023.7 Gb/s. To compete with the Intel Xeon Scalable CPUs, AMD launched the EPYC SoCs, each of which features up to 32 cores, up to 8 channels of DDR-4 memory, large amount of I/O (128 PCIe lanes per CPU), and 2 TB of high-speed memory per socket [8]. Both Intel processor and AMD processor are shown in Fig. 1.3. NVIDIA launched the Tesla V100 GPUs (Fig. 1.4) for high performance computing in 2017. Tesla V100 offers the performance of up to 100 CPUs in a single GPU with a memory bandwidth of 900 $\mathrm{GB} / \mathrm{s}(7200 \mathrm{~Gb} / \mathrm{s})$. Nevertheless, its interconnect bandwidth is relatively low ( $300 \mathrm{~GB} / \mathrm{s}$ ) [9]. Recently, AMD unveiled Radeon VII (Fig. 1.5), the worlds first 7 nm gaming graphics card that breaks the terabyte memory barrier. It is designed to deliver exceptional performance for the latest gaming, e-sports, Virtual Reality (VR) and 3D rendering applications. It features 60 computing units $/ 3840$ stream processors running at up to $1.8 \mathrm{GHz}, 16 \mathrm{~GB}$ of ultra-fast HBM2 memory, and $1 \mathrm{~TB} / \mathrm{s}$ ( $8000 \mathrm{~Gb} / \mathrm{s}$ ) memory bandwidth [10]. Some technical specifications of these products are summarized in Table 1.1.
(a) Intel Stratix 10MX FPGA

(b) Xilinx Virtex UltraScale+ FPGA


Figure 1.1: Intel Stratix 10 MX FPGA [11] and Xilinx’s Virtex UltraScale+ FPGA [12].


Figure 1.2: Schematic showing the components on the Intel Stratix 10 MX FPGA. Figure is modified based on [13].


Figure 1.3: Intel Xeon Scalable processor [14] and AMD EPYC processor [15].

(a) NVIDIA TESLA V100 GPU

(b) Inside of NVIDIA TESLA V100

Figure 1.4: NVIDIA Tesla V100 GPU and its components. Figure is modified based on [16, 17].


Figure 1.5: Recently launched AMD Radeon VII GPU [18].
Table 1.1: Some commercial processors for high performance computing.

| Product <br> Type | Product <br> Name | Application | Aggregate <br> Bandwidth <br> $[\mathrm{Gb} / \mathrm{s}]$ | Memory <br> $[\mathrm{GB}]$ | Power <br> Consumption <br> $[\mathrm{W}]$ | Max <br> $\mathrm{I} / \mathrm{O}$ | Launch <br> Year | Refer- <br> ence |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Intel <br> CPU | Xeon Scalable <br> Platinum 8176 | High Performance <br> Computing | 1023.7 | 768 | $165^{\mathrm{a}}$ | - | 2017 | $[19]$ |
| Intel <br> CPU | Xeon E5 <br> $2699 A ~ v 4$ | High Performance <br> Computing | 614.4 | 1540 | $145^{\text {a }}$ | - | 2016 | $[20,21]$ |
| Intel <br> FPGA | Stratix 10 MX | High Performance <br> Computing | 4096 | - | $125^{\text {a }, 182^{\mathrm{b}}}$ | - | 2017 | $[6,22,23]$ |
| AMD <br> GPU | Radeon VII | Gaming and <br> Virtual Reality | 8000 | 16 | 295 | - | 2019 | $[24,25]$ |
| AMD <br> CPU | EPYC 7601 | Server and <br> Data Center | 1365.6 | 2048 | $180^{\text {a }}$ | 4096 | 2017 | $[20]$ |
| NVIDIA <br> GPU | Tesla V100 | High Performance <br> Computing | 7200 | 32 | $300^{\text {c }}$ | - | 2017 | $[9]$ |
| Xilinx <br> FPGA | Virtex UltraScale+ <br> XCVU37P | Cloud Computing | 8384 | 8 | - | 624 | 2016 | $[26]$ |

[^0]
### 1.2 Problems of Electrical Interconnects

As we can see from the previous section, the most advanced processor, AMD Radeon, already uses the 7 nm technology. Even though the technology may keep advancing to even higher resolution, e.g. 5 nm node, it poses increasing challenge on the lithography and fabrication process. In addition, the $1 \mathrm{~TB} / \mathrm{s}$ bandwidth achieved by the latest processor is far less than the projected hundreds of terabyte per second bandwidth demands [4]. This may largely be due to the limited interconnect bandwidth, as shown in the case of NVIDIA Tesla V100.

Undoubtedly, electrical wiring has been successful in interconnecting semiconductor chips at low cost for decades. Nevertheless, as the semiconductor industry keeps delivering chips with greater transistor densities, larger bandwidth and higher clock speeds due to the scaling-down of feature sizes, electrical interconnects meet a bottleneck to keep up with the scaling. It is increasingly difficult to keep the balance between on-chip logic operations and the off-chip read/write operations.

### 1.2.1 Interconnect Density

One of the most obvious problems of electrical wires is resistance. Resistance, especially at high frequencies, gives rise to signal attenuation, delay, and distortion. In order to reduce resistance, cross-sectional areas of the electric wires need to be relatively large, resulting in low interconnect density and the so-called scaling problem in a limited space. Such thick wires also increase cost for long lines. We can refer to the underlying physics to better understand the scaling limitation. There are two types of electrical wires, namely resistive-capacitive (RC) lines and inductive-capacitive (LC) lines. For modern digital systems, information is processed at the gigahertz frequency level, and on-chip interconnects are primarily bulk-resistance-limited RC lines, while the off-chip links are primarily skin-effect-limited LC transmission lines. Now take a RC line, in which the capacitance of the
line is charged through the bulk resistance, as a simple example of the on-chip electrical wire. The wire has an effective cross-sectional area $A$, a capacitance per unit length $C_{l}$, and a resistance per unit length $R_{l}$. The total RC time constant of the wire is $R_{l} C_{l}$. Suppose the line is shrunk in all three dimensions by a factor of $s(s<1)$. The cross-sectional area would shrink by $s^{2}$, increasing the resistance per unit length to $R_{l} / s^{2}$. The length of the line would be shrunk to $s l$. However, the capacitance per unit length remains unchanged because it only depends on the geometry of the line. As a result, the total RC time constant would be $\left(R_{l} / s^{2}\right) C_{l}(s l)^{2}=R_{l} C_{l} l^{2}$, so the shrinkage of the wire doesn't contribute to any change in RC time constant in this simplified analysis [27,28]. This means that the time delay caused by the interconnect will not be reduced by scaling-down the wires. As transistors get faster due to their dimension shrinkage, the interconnects will be even harder to keep up with the fast switching of the devices. Using LC lines is less likely to solve this dilemma, because they follow a similar scaling law. In fact, the bit-rate capacity of both RC and LC lines can be modeled as

$$
\begin{equation*}
B \leq B_{0} \frac{A}{l^{2}} \tag{1.1}
\end{equation*}
$$

where $A$ is the cross-sectional area, $l$ is the total length, $B$ is the total number of bits per second, and the constant $B_{0}$ is approximately $10^{15} \mathrm{bits} / \mathrm{s}$ for high-performance strip lines and cables, $10^{16} \mathrm{bits} / \mathrm{s}$ for small on-chip interconnects (RC lines), and $10^{17}-10^{18} \mathrm{bits} / \mathrm{s}$ for off-chip equalized lines (LC lines with resistive loss, or RLC lines) [29]. From Eq. (1.1), the dimensionless ratio $A / l^{2}$ is what makes the bit-rate capacity of the electrical wires independent of the size.

### 1.2.2 Interconnect Bandwidth

The continuous scaling of semiconductor devices, which allows more processing power and integrated functionalities, poses increasing challenges to inter-chip and intra-chip commu-
nications. The challenges are reflected by two important aspects, namely bandwidth density and energy efficiency. Bandwidth density, defined as gigabits per second per square millimeter $\left(\mathrm{Gb} / \mathrm{s} / \mathrm{mm}^{2}\right)$, determines the aggregate throughput; and energy efficiency, defined as picojoules per bit ( $\mathrm{pJ} / \mathrm{bit}$ ), indicates the overall power consumption. Bandwidth demands in servers and other high performance computing environments have been increasing at least as fast as Moore's law with aggregate chip bandwidth exceeding terabits per second, which significantly exceed the growth rate of the number of I/O pins on the package. The major limitation of electrical interconnects is the low bandwidth-distance product ( $B d$ in the unit of $\mathrm{GHz} \times \mathrm{m}$, where $B$ and $d$ represent bandwidth and distance, respectively) of the metallic medium. This metric, $B d$, indicates that the distance over which an electrical link can reliably transmit a signal is limited by the frequency-dependent attenuation of the transmission medium at a given signaling rate [30]. Therefore, the energy efficiency of electrical links drops significantly when transmitting large data rates over a large distance ( $>1 \mathrm{~mm}$ ), resulting in narrow frequency bandwidth.

### 1.2.3 Interconnect Energy

From the discussion of the previous section, it is obvious that the bandwidth density is closely related to the energy efficiency. Energy is dissipated via many sources in information processing, e.g. logic operation, read/write operation, thermal dissipation, information transmission through interconnects, and leakage and sub-threshold current, etc., but surprisingly most of the energy loss is resulted from the interconnects [31]. For example, a simple crosspoint switch consumes about $20 \sim 40 \mathrm{pJ} / \mathrm{bit}$. However, the energy consumed by the switching circuits is less than $1 \mathrm{pJ} / \mathrm{bit}$, while the dominant energy consumers are the electrical interconnects of the chip [31]. This phenomenon is aggravated in a switching system consisting of multiple concatenated switching chips. Commercial internet routers consume several nanojoules per bit [32], because their routing functions are far more complex than a simple crosspoint switch and involve much more extensive processing and data
movement. Chip communication in complicated system relies heavily on data transmission through the interconnects on chip, package, board, connector, and backplane, and thus much energy is lost due to the signal propagation on the interconnects associated with charging and discharging the capacitance of signal lines. In addition, electrical signals may be amplified by repeaters to improve the bandwidth of longer interconnects, however, at the expense of significant power consumption.

### 1.3 Potentials of Optical Interconnects

It is not difficult to see that optics could solve many physical problems of electrical interconnects, including precise clock distribution, system synchronization, signal integrity and timing, power dissipation, and bandwidth of long interconnections. Optics may also relieve stringent design problems, such as crosstalk, voltage isolation, wave reflection, impedance matching, and pin inductance. Optical interconnects can deliver precise timing because optical waveguides/fibers have low dispersion and negligible temperature influences. As carrier frequency of the signal (petahertz, $10^{15} \mathrm{~Hz}$ ) is much higher than the modulation frequency (bit rate), light propagation is essentially not affected by the frequency modulation. Even though optics also exhibits crosstalk between channels, such crosstalk doesn't depend on bit rate. The on-chip interconnect density can be potentially increased since optical interconnects do not suffer from the aspect ratio limit. The physics of loss and signal distortion in optical interconnects is completely different, and the major loss in optical systems is usually not associated with propagation distance but rather with components and connections. This is why optical fibers have been widely used for long-distance communication, such as wide area networks (WANs) and metropolitan area networks (MANs). Each individual section of fibers can be 100 km in length between repeater stations due to their very low loss and dispersion. Bandwidth requirement can be achieved by the use of wavelength-division multiplexing, and there is negligible power loss along the optical channels (waveguides and fibers).

### 1.4 Commercial Optical Transceivers

In order to eliminate the networking bottlenecks that result in stranded computing capacity and gain much faster data transfer over longer distances, many traditional electronics manufacturers and emerging technology startups have begun to focus on integrated photonics which enables high-bandwidth and low-consumption networking. Optical transceivers are the most common type of devices that utilize photonics technology. An optical transceiver is a device that uses optical fibers to send and receive data. The transceiver has electronic components, electrical-to-optical (E-O/O-E) converters such as lasers and photodetectors, to encode/decode data into light pulses and then send them to the other end as electrical signals. In the second quarter of 2019, Intel announced the silicon photonics optical transceiver 100G CWDM4 QSFP28 compatible with single-mode fiber connectors and cable infrastructures for uncooled operations under CWDM (Coarse Wavelength Division Multiplexing) wavelengths ( $1271 \mathrm{~nm}, 1291 \mathrm{~nm}, 1311 \mathrm{~nm}$, and 1331 nm ). The transceiver is expected to support 100 GbE (transmitting Ethernet frames at $1 \mathrm{~Gb} / \mathrm{s}$ ) over 10 km , and it is targeted at large scale cloud and enterprise data centers as well as Ethernet switch, router, and client-side telecom interfaces [33]. A privately-held startup, Luxtera, has successfully demonstrated LUX42604 QSFP28 optical modules, which are pluggable optical transceivers containing four parallel fiber optic transceivers with full duplex operation, each operating at data rates from $1 \mathrm{~Gb} / \mathrm{s}$ up to $25.78 \mathrm{~Gb} / \mathrm{s}$ and supporting a reach up to 2 km over standard single-mode fiber (SMF). Luxtera's technology motivated Cisco to acquire Luxtera in the third quarter of 2019. The acquisition will help Cisco in achieving 100GbE/400GbE optics, silicon, and process technology [34]. NeoPhotonics’ 100G CFP2 LR4 transceiver supports $103.1 \mathrm{~Gb} / \mathrm{s}$ and $111.8 \mathrm{~Gb} / \mathrm{s}$ aggregate bit rates up to 10 km singlemode fiber transmission for data center applications. NeoPhotonics also provides coherent modules, optical switches, drivers and amplifiers, network monitors and passive components. Inphi's COLORZ Silicon photonics technology is a low power, cost effective 100
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Figure 1.6: Commercial optical transceivers by Luxtera, Inphi, Finisar, Intel, NeoPhotonics, and Cisco.

Gb Ethernet DWDM (Dense Wavelength Division Multiplexing) platform in QSFP28 form factor for data center interconnect (DCI) within an 80 km distance. It can deliver $4 \mathrm{~Tb} / \mathrm{s}$ capacity over a single fiber. Finisar produced the 100G 100m QSFP28 SWDM4 Optical Transceiver designed for use in 100G Ethernet links over duplex multimode fiber (MMF) with a maximum link length of 150 m . Figure 1.6 shows the discussed commercial optical transceivers, and some technical specifications of these products are summarized in Table 1.2. Ayar Labs, a silicon photonics startup, is developing its electro-optical I/O chips, TeraPHY silicon chip, which will become the basis of its first commercial product. The initial chip is envisioned to deliver $3.2 \mathrm{~Tb} / \mathrm{s}$ achieved by 8 single-mode fibers transmitting data at $400 \mathrm{~Gb} / \mathrm{s}$. These optical transceivers are now widely used in high-speed datacom and telecom, Local Area Networks (LANs), high performance computing (HPC), mobile infrastructure, and Storage Area Networks (SANs).
Table 1.2: Some commercial optical transceivers.

| Company <br> Name | Bandwidth <br> $[\mathrm{GbE}]$ | Power <br> $[\mathrm{W}]$ | Form <br> Factor | Fiber <br> Type | Link Length <br> $[\mathrm{km}]$ | Operation Wavelength <br> $[\mathrm{nm}]$ | Electrical <br> Interface |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Intel | 100 | $<3.5$ | QSFP28 | SMF | $<10$ | CWDM (1271, 1291, <br> 1311, and 1331) | IEEE 802.3bm <br> CAUI-4 |
| Luxtera | 100 | $<3.5$ | QSFP28 | SMF | $<2$ | 1310 | IEEE 802.3bm <br> CAUI-4 |
| Inphi | 100 | - | QSFP28 | - | $<80$ | DWDM | IEEE 802.3bm <br> CAUI-4 |
| Finisar | 100 | $<3.5$ | QSFP28 | MMF | $<0.15$ | - | IEEE 802.3bm <br> CAUI-4 |
| NeoPhotonics | 100 | - | CFP2 | SMF | $<10$ | - | IEEE 802.3ba <br> 100GBASE-LR4 |
| Cisco | 100 | $<24$ | CFP | SMF | $<25$ | DWDM (1295.6, 1300.1, <br> 1304.6, and 1309.1) | IEEE 802.3ba |

### 1.5 Challenges of Optical Interconnects

Nevertheless, on-chip optical wires must be dense enough, at least on the order of hundreds or more likely thousands per chip, to show energy and cost advantages [27, 28]. Without such number, the on-chip interconnects would have to remain electrical. This is because the optical transmitters and receivers (the E-O/O-E converters) typically consume significant amount of power. Even though the waveguiding channels of optical links dissipate minimal energy, it is the total energy per bit, including the power of both the transmitter and receiver, that becomes a challenge for reducing interconnect energy. Optical interconnects also face system integration complexity, immature technology, environment sensitivity, and high cost. Therefore, heterogeneous integration, which complements electrical interconnects and optical interconnects by leveraging the advantages of both electronics and optics, is inevitable to satisfy present-day digital processing requirements. As such, a promising solution at present is to bring off-chip signals from optical fibers and convert them to on-chip electrical signals using photodetectors, which is proved by the popularity of optical transceivers. In parallel with the technology evolution for optical interconnects, there is a growing trend for $2.5 \mathrm{D} / 3 \mathrm{D}$ integrated photonics, which emphasizes the need for high-efficiency interlayer optical routing. As most of the power loss comes from the optical connectors, high-efficiency optical couplers play an important role in the overall heterogeneous integration.

### 1.6 Heterogeneous Integration Platforms

Many heterogeneous integration platforms have been proposed to interconnect multiple dice of various functionalities, including ASICs, CPUs, GPUs, FPGAs, microsensors, MEMS, RF components, and photonics, into a single package [38, 39]. Silicon interposer, as shown in Fig. 1.7, is demonstrated to provide high-density (more than 10,000 connections between dice) and low-latency ( $\sim 1 \mathrm{~ns}$ ) connections [35, 40]. However, the size of


Figure 1.7: FPGA dice (or other dice) are bonded to a silicon interposer that provides relatively high-bandwidth and low-latency electrical interconnections; through-silicon vias and C4 bumps create connections to system I/O, power, clocks and other signals through the package substrate. Figure is obtained from [35].


Figure 1.8: Silicon interposers are directed mounted on the FR4 printed circuit board and the interposers are connected by Silicon bridges. Figure is obtained from [36].
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Figure 1.9: Schematic and sample images showing the EMIB architecture: (a) cross-section view; (b) top view of a test vehicle and its design layout to highlight localized high density interconnects and pitches. Figure is obtained from [5].

Fine microbumps


Figure 1.10: Schematic showing the HIST architecture: a stitch chip with high-density fine-pitch wires is placed between the substrate and the chiplets. Fine-pitch microbumps are used to bond chiplets to the stitch chip to provide high-bandwidth and low-energy signaling. Compressible microinterconnects (CMIs) are used to compensate for package nonplanarity and enable chiplet-package interconnection. Figure is obtained from [37].
an interposer is limited by both mechanical and economical constraints, which ultimately restrict the number of chips that can be assembled on top of the interposer. As a result, multiple interposers may be necessary to build a contiguous system enabled by the use of silicon bridges [36] (Fig. 1.8). Embedded Multi-die Interconnect Bridge (EMIB) technology [5] provides localized high-density fine-pitch interconnects between two or more dice on an organic package substrate, opening up new opportunities for heterogeneous onpackage integration. As shown in Fig. 1.9, a thin silicon bridge is embedded within the top two layers of an organic package and connected to flip-chip pads on the package substrate through package vias. The on-package interconnect is not affected by the presence of the bridge which offers more localized high-density wiring. EMIB also has the advantages such that there is no practical limits to die size, no through-silicon-via (TSV) integration, and it can leverage existing organic substrate manufacturing. Recently, a Heterogeneous Interconnect Stitching Technology (HIST) [37] is demonstrated to establish the interconnection of multiple dice or chiplets of various functionalities, as shown in Fig. 1.10. Different from EMIB which requires embedded bridges, HIST is based on die-to-die face-to-face bonding, and thus there are no intermediate package levels, which enables higher signal I/O pitch and lower capacitance. HIST platform achieves a similar signal bandwidth density
as the silicon interposer technology [40] and exhibits many advantages similar to those of EMIB, including flexible designs, improved scalability, improved signaling, reduced cost, and versatile substrate choices.

### 1.7 Optical Coupling Structures

The co-integration of photonic chips on electronic packages containing logic digital integrated circuits presents a number critical challenges, one of which is efficient optical coupling on the package-level and the chip-level. Off-chip optical signals are usually introduced to the chip/package via optical fibers, which requires fiber-to-chip couplers. In addition, interlayer couplers are necessary to achieve optical coupling between two separate overlaid chips or between the layers of on-chip interconnect stack.

Common fiber-to-chip coupling schemes include vertical coupling and lateral coupling to on-chip waveguides. One benefit of vertical coupling is that fibers can be arranged in a 2D array, increasing the number of on-chip I/O ports. Vertical coupling is essentially achieved using diffraction gratings (Fig. 1.11(a)), which diffract light and change its propagation direction. 1D or 2D rectangular waveguide gratings have been comprehensively studied to date because their planar geometries make them compatible with IC wafer-scale fabrication and testing. Extensive research has been conducted to increase the grating coupling efficiencies. The most effective approaches have been choosing materials with large refractive index contrast (e.g. Silicon-On-Insulator (SOI) platform) and optimizing the grating period, etch depth, and fill factor [41], which fundamentally change the diffraction behavior. However, further efficiency improvement into the desired diffraction direction continues to be a challenge due to the presence of substrate leakage loss, backreflection, and forward-transmission (Fig. 1.12). These problems have been mitigated by applying poly-Si overlayers (to enhance directionality) [42], asymmetric profiles (to enhance directionality) [43], distributed Bragg reflectors (DBR) or metal reflectors (to reduce
substrate leakage) [44], apodized or chirped gratings (to reduce back-reflection or to produce Gaussian profile) [45], in-plane grating reflectors (to reduce forward-transmission) [46], dual-grating layers [47], and novel subwavelength structures [48, 49]. Focusing gratings [50], whose grating rulings are curved, are also proposed to counteract the spreading of the diffracted fields. Some reported SOI gratings are summarized in Table 1.3. It is observed that narrow grating ridges ( $\sim 100 \mathrm{~nm}$ ) are required to achieve relatively high efficiencies ( $>70 \%$ ), and such gratings need to be patterned using high-resolution fabrication techniques, e.g. e-beam lithography. The methods used to increase the directionality, e.g. depositing overlayers or applying reflectors, also add complexity to the fabrication process. Apart from the fabrication difficulties, grating assembly poses additional challenges to photonics integration and packaging processes because rectangular grating couplers are very sensitive to misalignments [51]. In addition, all the grating designs have relatively narrow spectral bandwidth, and those with 100 nm 1 dB bandwidth have very low coupling efficiency. All these issues regarding resolution, directionality, misalignment and bandwidth limitation originate from the Floquet and Bragg conditions, which rectangular gratings must inherently follow. As a result, grating coupler may not simultaneously satisfy both broad bandwidth and high efficiency requirements for on-chip signaling.

Fiber lateral coupling includes butt coupling (or edge coupling, Fig. 1.11(b)) and evanescent coupling. Butt coupling of fibers to waveguides usually involves structures like v-grooves [65, 66] for holding the fibers parallel to the waveguides and inverse tapers [67] on top of the waveguides for mode conversion (spot size conversion). To further decrease the mode field diameter, some form of lenses, e.g. conventional lens [68], axicon lens [69], surface-relief lens [70], and graded index lens [71], etc., are fabricated on the tips of the fibers. In the evanescent coupling scheme, fibers are stripped off the cladding and placed in adjacent to waveguides [72] or nanoribbons [73]. The stripped fibers need to be side-polished and the coupling length is relatively large (on the order of $100 \mu \mathrm{~m}$ ), which is generally difficult to fabricate and less applicable to compact chip-level integration. Thus,
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Figure 1.11: Common fiber coupling scheme including (a) vertical grating coupling and (b) lateral butt (edge) coupling.


Figure 1.12: Optical losses present in rectangular gratings used for interlayer coupling. Possible solutions to reduce losses in a binary SOI grating out-coupler are (a)(b) increasing directionality to cover, (c) reducing back-reflection, and (d) reducing forward-transmission.

Table 1.3: Some reported SOI gratings for TE polarization. The column labels represent Si waveguide thickness ( $t_{S i}$ ), grating period $(\Lambda)$, grating etch depth $\left(t_{g}\right)$, grating fill factor $(f)$, grating line resolution $(\delta)$, grating length or dimension $(L)$, single-grating efficiency $\left(\eta_{s}\right)$, working wavelength $(\lambda)$, and 1 dB or 3 dB bandwidth $(1 \mathrm{~dB} / 3 \mathrm{~dB})$. CP , AP and DE represent chirped grating period, apodized fill factor, and double etch depths/widths, respectively.

| SOI Structure |  |  |  |  |  | Measurement |  |  | Simulation |  |  | Reference and <br> Comments |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{gathered} t_{S i} \\ {[\mathrm{~nm}]} \end{gathered}$ | $\begin{gathered} \Lambda \\ {[\mathrm{nm}]} \end{gathered}$ | $\begin{gathered} t_{g} \\ {[\mathrm{~nm}]} \end{gathered}$ | $f$ | $\begin{gathered} \delta \\ {[\mathrm{nm}]} \end{gathered}$ | $\begin{gathered} L \\ {[\mu \mathrm{~m}]} \end{gathered}$ | $\begin{gathered} \eta_{s} \\ {[\% / \mathrm{dB}]} \end{gathered}$ | $\begin{gathered} \lambda \\ {[\mathrm{nm}]} \end{gathered}$ | $\begin{gathered} 1 \mathrm{~dB} / 3 \mathrm{~dB} \\ {[\mathrm{~nm}]} \end{gathered}$ | $\begin{gathered} \eta_{s} \\ {[\% / \mathrm{dB}]} \end{gathered}$ | $\begin{gathered} \lambda \\ {[\mathrm{nm}]} \end{gathered}$ | $\begin{gathered} 1 \mathrm{~dB} / 3 \mathrm{~dB} \\ {[\mathrm{~nm}]} \end{gathered}$ |  |
| 220 | CP | 220 | AP | 120 | 11 | 35 /-4.6 | 1536 | 47 / - | 72/-1.4 | 1550 | 38 / - | [52] ${ }^{\text {a }}$ |
| 250 | CP | - | AP | 60 | 14 | 64/-1.9 | 1524 | 42 / 70 | 74/-1.3 | 1520 | $50 / 80$ | [53] ${ }^{\text {a }}$ |
| 220 | 640 | 70 | 0.5 | 320 | 12.8 | 91/-0.41 ${ }^{\text {b }}$ | 1590 | - | 94/-0.28 ${ }^{\text {b }}$ | 1550 | - | [54] ${ }^{\text {c }}$ |
| 220 | 630 | 70 | 0.5 | 315 | 15.75 | 69.5 / -1.6 | 1520 | $36 / 63$ | 76/-1.2 | 1550 | $40 / 60$ | [55] ${ }^{\text {d }}$ |
| 220 | CP | 100 | AP | 30 | 13 | - | - | - | 88/-0.6 | 1550 | - / 40 | [56] ${ }^{\text {d }}$ |
| 220 | 630 | 70 | 0.5 | 315 | - | - | - | - | 79 / -1.0 | 1550 | - | [57] ${ }^{\text {d }}$ |
| 220 | 610 | 70 | 0.5 | 305 | 12.2 | 55 /-2.6 | 1530 | 50 / - | 66/-1.8 | 1550 | $55 /-$ | [42] ${ }^{\text {e }}$ |
| 340 | 630 | 340 | 0.85 | 95 | 10 | 44/-3.6 | 1560 | -/ 50 | - | - | - | [58] |
| 340 | CP | 200 | AP | 43 | 15 | 75.8 / -1.2 | 1533 | -/ 45 | 79 / -1.0 | 1550 | -/48 | [45] |
| 220 | 701 | 220 | 0.5 | 350 | 14 | - | - | - | 49/-3.1 | 1550 | 20/35 | [59] |
| 220 | 568 | DE | AP | 100 | - | 65 /-1.9 | 1310 | 23 / - | 85 / -0.7 | 1310 | 25 / - | [60] ${ }^{\text {f }}$ |
| 220 | 780 | DE | DE | 100 | 30 | 74/-1.3 | 1550 | - / 52 | 78/-1.1 | 1550 | -/ 50 | [48] ${ }^{\text {f }}$ |
| 220 | 663 | DE | AP | 87 | 15 | 71/-1.5 | 1533 | -/ 49 | 87/-0.6 | 1550 | -/ 50 | [49] ${ }^{\text {f }}$ |
| 510 | 545 | 350 | AP | - | - | - | - | - | 81/-0.9 | 1560 | 42 / - | [61] ${ }^{\text {f }}$ |
| 380 | 430 | 70 | 0.5 | 215 | 14 | 43/-3.7 | 1310 | - | - | - | - | [62] |
| 300 | 565 | 150 | 0.77 | 130 | 12.4 | - | - | - | 78/-1.1 | 1550 | -/ 65 | [47] ${ }^{\mathrm{g}}$ |
| 120 | - | - | - | - | - | 92 / -0.36 | 1197 | - | 95 / -0.2 | 1200 | -/ 100 | [63] ${ }^{\mathrm{g}}$ |
| 250 | 420 | 250 | 0.54 | 227 | 10 | - | - | - | 85.3 / 0.69 | 1310 | - / 20 | [64] ${ }^{\text {h }}$ |

${ }^{\mathrm{a}}$ Optimized BOX layer thickness $\quad{ }^{\mathrm{b}} \eta_{s}$ approximated by $\sqrt{\eta_{c}} \quad{ }^{\mathrm{c}}$ Gold reflector $\quad{ }^{\mathrm{d}}$ Bragg reflector $\quad{ }^{\mathrm{e}}$ Poly-Si overlay ${ }^{\mathrm{f}}$ Subwavelength structure ${ }^{\mathrm{g}}$ Dual-grating layer ${ }^{\mathrm{h}}$ In-plane reflector
the fiber butt coupling scheme is more commonly used, and some representative research results are summarized in Table 1.4. It is observed that the coupling efficiency is relatively high compared with the vertical grating coupling approach. Another advantage of lateral coupling is that the spectral bandwidth is much wider because there is no wavelength selectivity involved in the physics of this coupling scheme. Nevertheless, the I/O density achieved using lateral coupling is limited due to the much larger diameter of optical fibers and limited space along each edge of the chip.

As technology moves toward heterogeneous multi-die integration within a single package using 2.5D and 3D integrated circuits [80], out-of-plane interlayer optical connectors are indispensable for within- and off-package optical connectivity. Potential interlayer couplers include $45^{\circ}$ mirrors, evanescent couplers, and diffraction gratings. Reflection mirrors are commonly used in the early stage of photonic integration due to their simple physics and relatively easy fabrication process. They are usually imprinted into polymer waveguides or etched along crystallographic planes of Si waveguides (resulting in $54.7^{\circ}$ slant angle). However, the coupling efficiency of reflection mirrors is limited by the size of the mirror and material interfaces. Further efficiency reduction may occur due to guided mode mismatch when the input waveguide and the receiving waveguide are made of different materials. In addition, their bulky shapes also make reflection mirrors unsuitable for compact integration. Evanescent waveguide couplers are commonly used in in-plane optical modulators, interferometers, amplifiers [81, 82, 83], etc. When the two adjacent waveguides are stacked vertically, the evanescent couplers can be used for vertical interlayer coupling. Nevertheless, the interlayer gap needs to be relatively small in order to achieve high coupling efficiency, which is likely to induce interference between other circuits components on the two layers. Diffraction gratings are promising because they can achieve relatively large interlayer distances and their planar geometries make them compatible with compact photonic integration. Since diffraction gratings are useful for both fiber coupling and interlayer coupling, they will be the focus of the next sections.
Table 1.4: Some reported fiber-butt/edge coupling for TE polarization.

| Waveguide Geometry |  |  | Lensed <br> Fiber <br> Type | Coupling Structure |  |  | Wavelength [nm] | Coupling Efficiency [ $\% / \mathrm{dB}$ ] | Reference |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Material | Height [nm] | $\begin{aligned} & \text { Width } \\ & {[\mathrm{nm}]} \end{aligned}$ |  | Spot Size Converter Cross-Section [ $\mu \mathrm{m} \times \mu \mathrm{m}$ ] | Waveguide <br> Taper Tip Width [nm] | Waveguide <br> Taper <br> Length <br> [ $\mu \mathrm{m}$ ] |  |  |  |
| SOI | 220 | 590 | Spherical | $\begin{gathered} 3 \times 3 \\ \text { (Polymer) } \end{gathered}$ | 175 | 175 | 1550 | 64/-1.9 | [68] |
| SOI | 300 | 300 | No lens | $\begin{gathered} 3 \times 3 \\ \text { (Polymer) } \end{gathered}$ | 60 | 200 | 1560 | 83 / -0.8 | [67] |
| SOI | 220 | 450 | No lens | $\begin{gathered} 2 \times 2 \\ \text { (Polymer) } \end{gathered}$ | 75 | 150 | 1550 | 79 / -1.4 | [74] |
| SOI | 250 | 500 | Spherical | No converter | 160 | 100 | 1550 | 85 / -0.7 | [75] |
| SOI | 240 | 500 | No lens | $\begin{gathered} \hline 0.9 \times 4.5 \\ \left(\mathrm{Si}_{3} \mathrm{~N}_{4}\right) \\ \hline \end{gathered}$ | Fork | shape | 1550 | 78/-1.1 | [76] |
| SOI | 150 | - | No lens | Metamaterial $\left(\mathrm{SiO}_{2}\right)$ | 175 | 875 | 1310 | 74 / -1.3 | [77] |
| $\begin{gathered} \text { Index } \\ 2.05 \end{gathered}$ | 400 | 700 | No lens | $\begin{gathered} 4.5 \times 4.5 \\ \text { (index 1.45) } \\ \hline \end{gathered}$ | 110 | 350 | - | 79/-1 | [78] |
| InP | - | - | 3D printed | 3D | inted conver |  | - | 87 / -0.6 | [79] |

### 1.8 Diffraction Grating Couplers

Diffraction gratings, which can be categorized as surface-relief gratings and volume holographic gratings, have many applications besides optical couplers. Surface-relief gratings, with variations in the surface profile, have been widely used in the field of photonics, (e.g. couplers [84, 85], polarizers [86], modulators [87], and switches [88], etc.) as well as other fields such as optoelectronics [89, 90], sensors [91, 92], and antennas [93]. With reduced thicknesses, planar geometries, and CMOS compatible materials, surface-relief gratings have become a popular solution in compact interconnect technologies. Volume holographic gratings, with variations in the refractive index of the material which are mostly polymerbased and glass-based, have been extensively explored in the field of data storage [94], optical correlation [95], optical information encryption [96], fiber communication [97], and spectroscopy [98], etc., due to their large bandwidth storage capability and high sensitivity in wavelength and angle. In order to fully exploit the benefits of diffraction gratings, it is important to study their diffraction behaviors using grating theories.

### 1.9 Diffraction Grating Theory

A number of theories have been proposed to study the grating diffraction phenomenon, including rigorous approaches and approximation methods. The rigorous approaches can be classified into two categories, namely the integral methods and the differential methods. The rigorous approaches usually give numerically accurate results but can potentially be computationally expensive, while approximation methods yield simpler but less accurate solutions. Nevertheless, all theories begin with the scalar wave equation $\nabla^{2} F+k^{2} n^{2} F=0$ and represent the diffracted fields ( $F=E_{y}$ for transverse electric (TE) polarization or $H_{y}$ for transverse magnetic (TM) polarization) in a plane wave expansion (also called Floquet modal expansion or Rayleigh expansion) as $F(x, z)=\sum_{i=-\infty}^{\infty} C_{i} \exp \left(j k_{x, i} x\right) \exp \left(j k_{z, i} z\right)$.

The integral methods involve the calculation of an integral equation (and sometimes of coupled integral equations), while the differential methods require the construction of an infinite system of coupled differential equations. The integral methods were first developed to analyze the diffraction problem by perfectly conducting (metallic) gratings in the visible spectrum. As more advances in dielectric gratings in the UV and IR ranges took place, the integral methods have become inadequate. Differential methods are developed to study dielectric gratings and more complex objects in the spectral region where integral methods are less efficient. Differential methods can be classified into two types: 1) representing fields using a suitable basis (for gratings, the periodicity of the fields leads to exponential basis) and casting the field expressions into a set of ordinary differential coupled equations (with one variable), and 2 ) discretizing the problem space into grids and directly solving partial differential equations (multiple variables) derived from Maxwell's equations at each grid point using a finite difference scheme [99]. The first type usually results in matrix formulations, and the numerical determination of these matrices usually governs the feasibility of the method. For the second type, the formulation is simple but requires long computing time and is limited by the numerical instabilities of the algorithm.

### 1.9.2 Modal Approach

Modal approach, a differential method based on eigenmode expansions, analyzes the diffraction problem in which a plane wave is incident on a grating bounded by two different media on two sides. In this approach, the grating is divided into layers featuring parallel interfaces. The permittivity varies only in the plane of the layer and is assumed to be constant along the perpendicular direction allowing the separation of spatial variables. Within each layer the eigenmodes of the electromagnetic field are calculated and the general solution is then expressed by means of an eigenmode expansion [100]. The expansion coefficients can be found by solving the matrix equation generated by proper boundary conditions. In practice,
the expansion has to be truncated to obtain a finite dimensional matrix. The computation time of this method is generally low because all the calculations are explicit. The only time limiting step is the matrix inversion, which is based on the number of diffraction orders used. This method is only suitable for certain profiles, e.g. 1D gratings, while it is insufficient to treat profiles involving complicated 2D mathematics.

### 1.9.3 Rigorous Coupled-Wave Analysis

Rigorous Coupled-Wave Analysis (RCWA) [101], also called Floquet modal method, has been used to analyze diffraction of both surface-relief gratings and volume gratings. It is based on the Modal approach but uses a different set of predetermined basis functions to express the fields in the grating. An advantage of RCWA is that additional layers, e.g. a waveguide or another grating, can be added into the analysis. Due to its efficient computation inherited from the modal approach and its capability of analyzing waveguide grating structures, RCWA has become a popular theory to study diffraction gratings and it is also the basis theory used in this work. However, RCWA is typically applied to solve reflected and transmitted diffraction in the plane normal direction (perpendicular to the plane of grating) and it is not applicable to surface waves (also referred as leaky wave due to attenuations) parallel to the interfaces. Therefore, Leaky Wave (RCWA-LW) approach [102] and the proposed "Equivalent Index Slab" method (RCWA-EIS) are suggested to analyze the waveguide grating in-coupling or out-diffraction where surface waves are involved. The comparison between RCWA-LW method and RCWA-EIS method will be discussed in Chapter 2.

### 1.9.4 Transmission Line Approach

Transmission line approach is similar to RCWA except it uses voltages $V_{m n}$ and currents $I_{m n}$ to represent the coupled space harmonics in the grating layer. The parameter $V_{m n}$ is related to $I_{m n}$ via $V_{m n}=\sum_{r} Z_{m, n-r}^{(g)} I_{m r}$, where $Z_{m, n-r}^{(g)}$ is an impedance that represents the
coupling of the $r$ th harmonic of the magnetic field to the $n$th harmonic of the electric field. The value of $Z_{m, n-r}^{(g)}$ is determined by the Maxwell's equations. Similarly, the parameters $I_{m n}$ is related to $V_{m n}$ via $I_{m n}=\sum_{r} Y_{m, n-r}^{(g)} V_{m r}$ by admittance $Y_{m, n-r}^{(g)}$. Transmission line approach can solve the surface wave problem in a similar way as the RCWA-LW approach. From a different perspective, it treats the grating structure as a transmission line equivalent network, and it is easier to calculate the reflection coefficient at each interface, e.g. $\rho_{n}=\left(Y_{n}^{g}-Y_{n}^{s}\right) /\left(Y_{n}^{g}+Y_{n}^{s}\right)$ at the grating-substrate interface [103]. The downside of the transmission line approach is that it is not intuitive to get the electric and magnetic field expressions which require additional conversions from the voltages and currents.

### 1.9.5 Coupled Wave Theory

Coupled wave theory, proposed by Kogelnik [104], can be categorized as an approximation method because only the incident reference wave $R$ and the outgoing signal wave $S$ that obey the Bragg condition are considered while the other diffraction orders are neglected. This assumption limits the coupled wave theory to thick hologram gratings. The model is based on a set of two equations (the coupled wave equations) regarding $S$ and $R$ as $C_{R} R^{\prime}+\alpha R=-j \kappa S$ and $C_{S} S^{\prime}(\alpha+j \theta) S=-j \kappa R$, where $\kappa$ is the coupling constant, which indicates the energy interchange between $S$ and $R$. The solution to the coupled wave equations is in the general form $R=r_{1} \exp (\gamma z)+r_{2} \exp (-\gamma z)$ and $S=s_{1} r_{1} \exp (\gamma z)+$ $s_{2} r_{2} \exp (-\gamma z)$. The diffraction efficiency of the volume grating can be determined as $\eta=$ $\left(\left|C_{S}\right| S S^{*}\right) / C_{R}$.

### 1.9.6 Perturbation Method

As a type of approximation method, perturbation method is commonly used to analyze surface-relief gratings with small perturbations whose relative permittivity can be written analytically. The field in the grating is first expressed in a plane wave expansion $E_{y}(x, z)=$ $\sum_{m} \tilde{E}_{m} \exp \left(j \beta_{m} z\right)$. The grating permittivity, expressed in a Fourier series, and the field
expansion are substituted into the wave equation, resulting in a second-order differential equation in $\tilde{E}_{m}$ whose solution is subject to the continuity of $E_{y}$ and $H_{z}$ at the boundaries. The unperturbed case, e.g. uniform waveguide, is first determined by considering only the 0 th order term in the second-order differential equation, and then the calculated $\tilde{E}_{m}(0)$ and $\beta_{0}$ are used to approximate higher order terms. This process provides a first-order perturbation solution for $\tilde{E}_{m}$ [105].

### 1.9.7 Coupled Mode Theory

Coupled mode theory, an essential perturbation approach, is useful for treating problems involving energy exchange between modes, e.g. grating diffraction, evanescent coupling, electrooptic modulation, photoelastic and magnetooptic modulation, and optical filtering, etc. This theory essentially solves the coupled equations for two electromagnetic modes $a(z, x, t)=A \exp \left[j\left(\omega_{a} t \pm \beta_{a} z\right)\right] f_{a}(x)$ and $b(z, x, t)=B \exp \left[j\left(\omega_{b} t \pm \beta_{b} z\right)\right] f_{b}(x)$ under perturbation, where the complex amplitudes $A$ and $B$ vary according to the coupled mode equations $\frac{d A}{d z}=\kappa_{a b} B \exp (-j \Delta z)$, and $\frac{d B}{d z}=\kappa_{b a} A \exp (+j \Delta z)$, where $\Delta$ is the phasemismatch constant, and $\kappa$ is the coupling coefficient [106]. The solutions to the coupled mode equations depend on the power conservation condition, mode propagation directions, and boundary conditions.

### 1.9.8 Commercial PDE Solver

With simple user interfaces, commercial software packages such as Lumerical FDTD (finitedifference time-domain), COMSOL multiphysics (finite element method, FEM), or CAMFR (CAvity Modelling FRamework, eigenmode expansion) are popular tools to simulate grating structures. FDTD and FEM are based on the second type differential method, while CAMFR is based on the first type. However, it is typically time-consuming to use these tools for diffraction problem analysis. FDTD discretizes the problem in space and time, and it generally requires more computation points (higher resolution) to properly simulate
a complicated structure in 3D, which greatly increases computation time. FEM requires the generation of connected meshes and nodal matrices which will be problematic when treating and updating large and complex geometries. What's more, FEM heavily relies on numerical integration which is a typically slow calculation process. CAMFR treats the field as a sum of local eigenmodes in each $z$-invariant layer. It approximates the grating layer as a uniform dielectric layer, and thus it is challenging to simulate complex structures which require large number of modes.

### 1.9.9 Optimization Solver

Optimization is a critical step to design efficient waveguide grating couplers. Optimization algorithms, such as genetic algorithm [107, 108], partical swarm [108, 109], simulated annealing [110, 111], trust regions method [112], interior point method [113], and gradient descent method [114], etc., need to be used in addition to the grating theories. The optimization algorithms take grating parameters (e.g. period, grating depth, fill factor and diffraction angle, etc.) as variables to optimize the target parameter (diffraction efficiency calculated by grating theories). This process involves multiple iterations and comparisons which greatly increase computation loads. As a result, an accurate and efficient grating theory, such as RCWA, is helpful in speeding up the optimization.

### 1.10 Research Overview

The objective of the dissertation is to theoretically design and experimentally demonstrate optical couplers for 2.5D/3D heterogeneous integrated electronics. Specifically, this thesis focuses on the design, simulation, fabrication, integration and testing of optical couplers for fiber coupling and interlayer coupling applications. In Chapter 2, a new concept, the "Equivalent Index Slab (EIS)" method, which extends the Rigorous Coupled-Wave Analysis (RCWA) to rectangular grating diffraction involving surface waves, is proposed to offer a comprehensive study of rectangular grating couplers with various periodic profiles in
terms of efficiency optimization and angular misalignment analysis. Based on the understanding of rectangular grating performance and limitations, Chapter 3 introduces a fundamentally new coupling structure, Grating-Assisted-cylindrical-Resonant-Cavities (GARC) coupler, to achieve efficient and broadband interlayer coupling in 3D integrated photonics. GARC coupler is based on evanescent field coupling between waveguides and the interconnecting via, and the via serves as a cylindrical resonant cavity which is further assisted by the circular gratings to enhance the field. Chapter 4 switches focus from interlayer coupling to fiber coupling, and a passive self-aligning fiber-to-chip coupling method, Fiber-Interconnect Silicon Chiplet Technology (FISCT), is demonstrated using a combination of silicon micromachining and 3D microprinting to achieve efficient and convenient fiber assembly. Lastly in Chapter 5, the thesis is concluded by potential future work.

## CHAPTER 2

## RECTANGULAR WAVEGUIDE GRATING COUPLER: EFFICIENCY OPTIMIZATION AND ANGULAR MISALIGNMENT ANALYSIS

Rigorous Coupled-Wave Analysis (RCWA) is an accurate and efficient method to calculate grating reflection and transmission efficiencies of various diffraction orders in the plane normal direction ( $z$ direction). RCWA assumes that the grating is infinitely long in the $x$ direction, and its formulation relies on energy conservation in the $z$ direction. As a result, there is no direct relation between the in-coupling power and the guided power (propagating in the $x$ direction), and thus RCWA doesn't provide the in-coupling/out-diffraction efficiencies of waveguide gratings in which surface waves (or leaky waves) are involved. RCWA-Leaky Wave (LW) approach is proposed to investigate the out-diffraction process of thick volume gratings made of polymer [102], but it is tedious to implement and less practical for thin SOI gratings. RCWA-LW approach relies on the determination of a complex propagation constant $\tilde{\gamma}=\beta-j \alpha$, which is necessary for the calculation of out-diffraction efficiencies. The parameter $\tilde{\gamma}$ is obtained such that the determinant of the boundary condition matrix $\tilde{\mathbf{M}}$ is zero, e.g., $\operatorname{det}(\tilde{\mathbf{M}})=0$, and in RCWA-LW approach, this calculation is realized by the Muller method, which requires careful choices of initial guesses in order to find meaningful converged results. The difficulty in finding $\tilde{\gamma}$ is more apparent in the analysis of SOI gratings. This is because the calculation of $\tilde{\gamma}$ is a numerical sensitive step limited by both the condition of the matrix and the precision of the computer. The boundary condition matrix $\tilde{\mathbf{M}}$, whose dimension is based on the total number of grating interfaces and the number of truncated diffraction orders, is usually sparse and big. The matrix $\tilde{\mathbf{M}}$ is ill-conditioned when a grating with large refractive index contrasts, e.g. SOI grating, is under evaluation. The limited floating point arithmetic of the computer also gives additional round-off errors. In addition, RCWA-LW approach is insufficient to study the in-coupling
process, so it can't adopt the useful 3D RCWA formulations of conical incidence.
In this chapter, a new concept, "Equivalent Index Slab (EIS)", is proposed to determine the complex propagation constant $\tilde{\gamma}$, which circumvents the problem of solving the determinant of a large-dimension matrix [41]. This extends the applicability of RCWA-EIS method to arbitrary material systems. In conjunction with optimization algorithms in Matlab or Python, RCWA-EIS method can be applied to optimize grating in-couplers as well as out-couplers due to light reciprocity. Since RCWA-EIS formulations take into account the in-coupling process, conical incidence on the waveguide grating can be considered, which facilitates the analysis of angular misalignment effects on the interlayer grating coupling.

### 2.1 RCWA-EIS Method

RCWA-EIS method starts with the formulations of the conventional RCWA [115]. A surface-relief binary waveguide grating in the transverse electric (TE) polarization ( $E_{y}, H_{x}$ and $H_{z}$ ) is considered as an example. As shown in Fig. 2.1, the waveguide grating structure can be divided into four layers, namely cover, grating, waveguide, and substrate. The grating layer is composed of a periodic distribution of grating ridges (with refractive index $n_{r d}$ ) and grating grooves (with refractive index $n_{g r}$ ), and the fraction of the grating ridge with respect to the whole period $\Lambda$ is indicated by the fill factor $f$. For non-binary grating profiles (arbitrary periodic shapes), the entire grating structure is horizontally sliced into sublayers which can be approximated as a series of binary gratings with varying fill factors or ridge locations [116, 117]. A plane wave with free-space wavelength $\lambda_{0}$ is obliquely incident onto the grating at an angle $\theta$.

### 2.1.1 Step 1: Field Calculation by Conventional RCWA

For simplicity, the formulations introduced here focus on the binary grating. The relative permittivity of the binary grating can be expanded in a Fourier series along the $x$ direction


Figure 2.1: Schematic representation of (a) the grating in-coupling process and (b) the phase diagram based on the Floquet condition. This example shows multiple diffraction orders in the cover and substrate (not optimized for high efficiency), and the $i=-1$ order is a possible guided order whose propagation constant in the $x$ direction is approximately equal to the guided mode propagation constant $\beta_{0}$ in the waveguide.
in the form

$$
\begin{equation*}
\epsilon_{g}(x)=\epsilon_{g 0}+\left(\epsilon_{r d}-\epsilon_{g r}\right) \sum_{h=-\infty, h \neq 0}^{\infty} \frac{\sin (\pi h f)}{\pi h} \exp (j h K x) \tag{2.1}
\end{equation*}
$$

where $\epsilon_{g 0}$ is the average grating permittivity defined as $\epsilon_{g 0}=n_{r d}{ }^{2} f+n_{g r}{ }^{2}(1-f)$, and $K$ is the grating vector magnitude $(K=2 \pi / \Lambda)$. For the following analysis, $\tilde{\epsilon}_{h}$ is defined as

$$
\begin{align*}
\tilde{\epsilon}_{0} & =\epsilon_{g 0}  \tag{2.2}\\
\tilde{\epsilon}_{h} & =\left(\epsilon_{r d}-\epsilon_{g r}\right) \frac{\sin (\pi h f)}{\pi h} \tag{2.3}
\end{align*}
$$

The grating permittivity definitions of asymmetric surface-relief gratings, such as parallelogramic gratings and sawtooth gratings, and volume holographic gratings are introduced in Appendix A.

The periodic structure perturbs the incident plane wave into multiple discrete directions indicated by the diffraction orders, and it produces both forward-diffracted (transmitted) waves ( $+z$ direction) and backward-diffracted (reflected) waves ( $-z$ direction). Since the incident wave is TE polarized, the electric field has only a $y$ component while magnetic field has both $x$ and $z$ components. The electric fields in all layers are expressed as plane
wave expansions $E_{y}=\sum_{i} Z(z) \exp \left(-j k_{x, i} x\right)$, where $i$ indicates the $i$ th diffraction order, $Z(z)$ is a function in the $z$ direction containing unknown field amplitudes, and $k_{x, i}$ is the propagation constant in the $x$ direction.

Specifically, the electric field in the cover is the sum of the incident and backwarddiffracted waves. The normalized total electric field in the cover is expressed as

$$
\begin{align*}
E_{c y}(x, z)= & \exp \left[-j k_{0} n_{c}(\sin \theta x+\cos \theta z)\right] \\
& +\sum_{i} R_{i} \exp \left(-j k_{x, i} x+j k_{c z, i} z\right) \tag{2.4}
\end{align*}
$$

and the normalized electric field in the substrate is expressed as

$$
\begin{equation*}
E_{s y}(x, z)=\sum_{i} T_{i} \exp \left[-j k_{x, i} x-j k_{s z, i}\left(z-t_{g}-t_{w}\right)\right] . \tag{2.5}
\end{equation*}
$$

The electric field inside the slab waveguide is a superposition of forward-propagating $(+z)$ waves and backward-propagating $(-z)$ waves expressed as

$$
\begin{align*}
E_{w y}(x, z)= & \sum_{i}\left\{C_{i}^{w+} \exp \left[-j k_{w z, i}\left(z-t_{g}\right)\right]\right.  \tag{2.6}\\
& \left.+C_{i}^{w-} \exp \left[+j k_{w z, i}\left(z-t_{g}-t_{w}\right)\right]\right\} \exp \left(-j k_{x, i} x\right),
\end{align*}
$$

where $k_{0}$ is the wave vector magnitude in free space ( $k_{0}=2 \pi / \lambda_{0}$ ), the summation is from $i=-(s-1) / 2$ to $(s-1) / 2, s$ is the total number of diffraction orders (an odd number for calculation convenience), $R_{i}$ and $T_{i}$ are normalized $i$ th backward-diffracted (reflected) amplitude and forward-diffracted (transmitted) amplitude, respectively, $t_{g}$ and $t_{w}$ are grating layer thickness and waveguide thickness, respectively, $k_{x, i}$ is the $i$ th propagation constant in the $x$ direction defined by the Floquet condition (Fig. 2.1(b))

$$
\begin{equation*}
k_{x, i}=k_{0} n_{c} \sin \theta-i K, \tag{2.7}
\end{equation*}
$$

and $k_{r z, i}$ is the propagation constant in the $z$ direction defined as

$$
k_{r z, i}=\left\{\begin{array}{ll}
\sqrt{n_{r}^{2} k_{0}^{2}-k_{x, i}^{2}} & , n_{r} k_{0}>\left|k_{x, i}\right|  \tag{2.8}\\
-j \sqrt{k_{x, i}^{2}-n_{r}^{2} k_{0}^{2}} & , n_{r} k_{0}<\left|k_{x, i}\right|
\end{array} r=c, w, s .\right.
$$

According to Maxwell's equation $\bar{H}=\frac{j}{\omega \mu} \nabla \times \bar{E}$, the tangential magnetic fields in the cover, substrate, and waveguide are expressed as

$$
\begin{align*}
& H_{c x}(x, z)= \frac{1}{j \omega \mu_{0}}\left\{-j k_{0} n_{c} \cos \theta \exp \left[-j k_{0} n_{c}(\sin \theta x+\cos \theta z)\right]\right.  \tag{2.9}\\
&\left.+\sum_{i} j k_{c z, i} R_{i} \exp \left(-j k_{x, i} x+j k_{c z, i} z\right)\right\} \\
& H_{s x}(x, z)=\frac{1}{j \omega \mu_{0}} \sum_{i}\left(-j k_{s z, i}\right) T_{i} \exp \left[-j k_{x, i} x-j k_{s z, i}\left(z-t_{g}-t_{w}\right)\right]  \tag{2.10}\\
& H_{w x}(x, z)= \frac{1}{j \omega \mu_{0}} \sum_{i}\left\{C_{i}^{w+}\left(-j k_{w z, i}\right) \exp \left[-j k_{w z, i}\left(z-t_{g}\right)\right]\right.  \tag{2.11}\\
&\left.+C_{i}^{w-}\left(+j k_{w z, i}\right) \exp \left[+j k_{w z, i}\left(z-t_{g}-t_{w}\right)\right]\right\} \exp \left(-j k_{x, i} x\right)
\end{align*}
$$

The electric field in the grating region $\left(0<z<t_{g}\right)$ is expressed by a Fourier expansion in spatial harmonics as

$$
\begin{equation*}
E_{g y}(x, z)=\sum_{i} S_{g y, i} \exp \left(-j k_{x, i} x\right) \tag{2.12}
\end{equation*}
$$

and the tangential magnetic field in the grating region is derived from Maxwell's equation as

$$
\begin{equation*}
H_{g x}(x, z)=-j \sqrt{\frac{\epsilon_{0}}{\mu_{0}}} \sum_{i} U_{g x, i} \exp \left(-j k_{x, i} x\right) \tag{2.13}
\end{equation*}
$$

where $U_{g x, i}=\frac{1}{k_{0}} \frac{\partial S_{g y, i}}{\partial z}$. Equation (2.12) satisfies the wave equation for TE polarization in the grating region

$$
\begin{equation*}
\nabla^{2} E_{g y}+k_{0}^{2} \epsilon_{g}(x) E_{g y}=0 \tag{2.14}
\end{equation*}
$$

Equation (2.12) is substituted into Eq. (2.14) and the following equation can be derived

$$
\begin{equation*}
\frac{\partial^{2} S_{g y, i}}{\partial z^{2}}+\left(k_{0}^{2} \epsilon_{g}-k_{x, i}^{2}\right) S_{g y, i}=0 \tag{2.15}
\end{equation*}
$$

which can be written in a matrix

$$
\begin{equation*}
\left[\frac{\partial^{2} \mathbf{S}_{g y}}{\partial\left(z^{\prime}\right)^{2}}\right]=\left[\mathbf{A}_{g}\right]\left[\mathbf{S}_{g y}\right], \tag{2.16}
\end{equation*}
$$

where $z^{\prime}=k_{0} z, \mathbf{A}_{g}=\mathbf{K}_{x}{ }^{2}-\mathbf{E}_{g}, \mathbf{K}_{x}$ is a diagonal matrix with $(i, i)$ th element being $k_{x i} / k_{0}$, and $\mathbf{E}_{g}$ is the matrix of permittivity coefficient $\tilde{\epsilon}_{h}$ shown in Eq. (2.2) and (2.3)

$$
\mathbf{E}_{g}=\left[\begin{array}{ccccccc}
\ddots & \vdots & \vdots & \vdots & \vdots & \vdots & .  \tag{2.17}\\
\ldots & \tilde{\epsilon}_{0} & \tilde{\epsilon}_{-1} & \tilde{\epsilon}_{-2} & \tilde{\epsilon}_{-3} & \tilde{\epsilon}_{-4} & \ldots \\
\ldots & \tilde{\epsilon}_{1} & \tilde{\epsilon}_{0} & \tilde{\epsilon}_{-1} & \tilde{\epsilon}_{-2} & \tilde{\epsilon}_{-3} & \ldots \\
\ldots & \tilde{\epsilon}_{2} & \tilde{\epsilon}_{1} & \tilde{\epsilon}_{0} & \tilde{\epsilon}_{-1} & \tilde{\epsilon}_{-2} & \ldots \\
\ldots & \tilde{\epsilon}_{3} & \tilde{\epsilon}_{2} & \tilde{\epsilon}_{1} & \tilde{\epsilon}_{0} & \tilde{\epsilon}_{-1} & \ldots \\
\ldots & \tilde{\epsilon}_{4} & \tilde{\epsilon}_{3} & \tilde{\epsilon}_{2} & \tilde{\epsilon}_{1} & \tilde{\epsilon}_{0} & \ldots \\
. \cdot & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right] .
$$

For a binary grating whose grating profile is symmetric, $\mathbf{E}_{g}$ is a symmetric matrix in which $\tilde{\epsilon}_{-h}=\tilde{\epsilon}_{h}$.

Equation (2.16) is a typical second-order homogeneous system of differential equations and its solution can be expressed by eigenvalues and eigenvectors of matrix $\mathbf{A}_{g}$. As a result, the space harmonic expansions of tangential electric and magnetic fields in the grating are
expressed as

$$
\begin{align*}
S_{g y, i}(z)= & \sum_{p=1}^{s} w_{i, p}^{g}\left\{C_{p}^{g+} \exp \left(-k_{0} q_{p}^{g} z\right)\right.  \tag{2.18}\\
& \left.+C_{p}^{g-} \exp \left[k_{0} q_{p}^{g}\left(z-t_{g}\right)\right]\right\} \\
U_{g x, i}(z)= & \sum_{p=1}^{s} v_{i, p}^{g}\left\{-C_{p}^{g+} \exp \left(-k_{0} q_{p}^{g} z\right)\right.  \tag{2.19}\\
& \left.+C_{p}^{g-} \exp \left[k_{0} q_{p}^{g}\left(z-t_{g}\right)\right]\right\}
\end{align*}
$$

where $w_{i, p}^{g}$ is the $(i, p)$ th element of the eigenvector matrix $\mathbf{W}_{g}$ and $q_{p}^{g}$ is the positive square root of the $(p, p)$ th element of the eigenvalue matrix $\mathbf{Q}_{g}$. According to Eq. (2.13), it can be found that $v_{i, p}^{g}=w_{i, p}^{g} q_{p}^{g}$ and therefore $\mathbf{V}_{g}=\mathbf{W}_{g} \mathbf{Q}_{g} . C_{p}^{g+}$ and $C_{p}^{g-}$ are unknown coefficients which will be determined from boundary conditions. The term $\exp \left(-k_{0} q_{p}^{g} z\right)$ represents forward-propagating $(+z)$ waves and the term $\exp \left[k_{0} q_{p}^{g}\left(z-t_{g}\right)\right]$ represents backwardpropagating $(-z)$ waves in the grating region.

The coefficients for the cover, grating, waveguide, and substrate $R_{i}, C_{p}^{g+}, C_{p}^{g-}, C_{i}^{w+}$, $C_{i}^{w-}$, and $T_{i}$ can be determined by matching the tangential electric field $E_{y}$ [Eq. (2.4), (2.12), (2.6), (2.5)] and the tangential magnetic field $H_{x}$ [Eq. (2.9), (2.13), (2.11), (2.10)] at all boundaries. At $z=0$ (boundary between cover and grating):

$$
\left[\begin{array}{c}
\delta_{i 0}  \tag{2.20}\\
j n_{c} \cos \theta \delta_{i 0}
\end{array}\right]+\left[\begin{array}{c}
\mathbf{I} \\
-j \mathbf{Y}_{c}
\end{array}\right][\mathbf{R}]=\left[\begin{array}{cc}
\mathbf{W}_{g} & \mathbf{W}_{g} \mathbf{X}_{g} \\
\mathbf{V}_{g} & -\mathbf{V}_{g} \mathbf{X}_{g}
\end{array}\right]\left[\begin{array}{c}
\mathbf{C}_{g}^{+} \\
\mathbf{C}_{g}^{-}
\end{array}\right]
$$

at $z=t_{g}$ (boundary between grating and waveguide):

$$
\left[\begin{array}{cc}
\mathbf{W}_{g} \mathbf{X}_{g} & \mathbf{W}_{g}  \tag{2.21}\\
\mathbf{V}_{g} \mathbf{X}_{g} & -\mathbf{V}_{g}
\end{array}\right]\left[\begin{array}{c}
\mathbf{C}_{g}^{+} \\
\mathbf{C}_{g}^{-}
\end{array}\right]=\left[\begin{array}{cc}
\mathbf{I} & \mathbf{X}_{w} \\
j \mathbf{Y}_{w} & -j \mathbf{Y}_{w} \mathbf{X}_{w}
\end{array}\right]\left[\begin{array}{c}
\mathbf{C}_{w}^{+} \\
\mathbf{C}_{w}^{-}
\end{array}\right]
$$

at $z=t_{g}+t_{w}$ (boundary between waveguide and substrate):

$$
\left[\begin{array}{cc}
\mathbf{X}_{w} & \mathbf{I}  \tag{2.22}\\
\mathbf{X}_{w} & -\mathbf{I}
\end{array}\right]\left[\begin{array}{c}
\mathbf{C}_{w}^{+} \\
\mathbf{C}_{w}^{-}
\end{array}\right]=\left[\begin{array}{c}
\mathbf{I} \\
\mathbf{Y}_{s / w}
\end{array}\right][\mathbf{T}],
$$

where $\mathbf{X}_{g}, \mathbf{X}_{w}, \mathbf{Y}_{c}, \mathbf{Y}_{w}$ and $\mathbf{Y}_{s / w}$ are diagonal matrices with diagonal elements $\exp \left(-k_{0} q_{p}^{g} t_{g}\right)$, $\exp \left(-j k_{w z, i} t_{w}\right), k_{c z, i} / k_{0}, k_{w z, i} / k_{0}$, and $k_{s z, i} / k_{w z, i}$, respectively.

The matrix equations can be merged into a nonhomogeneous system of equations as

$$
\left[\begin{array}{cccccc}
-\mathbf{I} & \mathbf{0} & \mathbf{W}_{g} & \mathbf{W}_{g} \mathbf{X}_{g} & \mathbf{0} & \mathbf{0}  \tag{2.23}\\
j \mathbf{Y}_{c} & \mathbf{0} & \mathbf{V}_{g} & -\mathbf{V}_{g} \mathbf{X}_{g} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{W}_{g} \mathbf{X}_{g} & \mathbf{W}_{g} & -\mathbf{I} & -\mathbf{X}_{w} \\
\mathbf{0} & \mathbf{0} & \mathbf{V}_{g} \mathbf{X}_{g} & -\mathbf{V}_{g} & -j \mathbf{Y}_{w} & j \mathbf{Y}_{w} \mathbf{X}_{w} \\
\mathbf{0} & -\mathbf{I} & \mathbf{0} & \mathbf{0} & \mathbf{X}_{w} & \mathbf{I} \\
\mathbf{0} & -\mathbf{Y}_{s / w} & \mathbf{0} & \mathbf{0} & \mathbf{X}_{w} & -\mathbf{I}
\end{array}\right]\left[\begin{array}{c}
\mathbf{R} \\
\mathbf{T} \\
\mathbf{C}_{g}^{+} \\
\mathbf{C}_{g}^{-} \\
\mathbf{C}_{w}^{+} \\
\mathbf{C}_{w}^{-}
\end{array}\right]=\left[\begin{array}{c}
\delta_{i 0} \\
j n_{c} \cos \theta \delta_{i 0} \\
\mathbf{0} \\
\mathbf{0} \\
\mathbf{0} \\
\mathbf{0}
\end{array}\right],
$$

represented by $\mathbf{M x}=\mathbf{b}$, and the field amplitudes $\mathbf{x}$ can be calculated by $\mathbf{x}=\operatorname{inv}(\mathbf{M}) \mathbf{b}$. The matrix inversion can be calculated by $\operatorname{inv}(\mathbf{M})=\mathbf{V}(1 / \mathbf{S}) \mathbf{U}^{T}$, where $\mathbf{U}, \mathbf{S}$, and $\mathbf{V}$ are matrices obtained from the singular value decomposition $\mathbf{M}=\mathbf{U S V}^{T}$. The amplitudes can also be determined by a transfer matrix approach regarding Eq. (2.20) to (2.22) [116], which is the preferred method to ensure numerical stability for asymmetrical gratings involving a large number of sublayers.

Since RCWA describes the response due to a plane wave incident upon a multilayer structure with infinite boundaries along the $x$ direction, power conservation is only fulfilled in the $z$ direction which is perpendicular to the infinite boundaries, while power flow in the $x$ direction is not involved in the power conservation. There is no direct comparison between the incident light power and the guided power in the waveguide. This poses a difficulty in determining the amount of power coupled into the guided mode in the $x$ direction, and the in-coupling efficiency can't be directly calculated. As a result, we need to


Figure 2.2: Phase diagram of (a) grating in-coupling and (b) out-diffraction process with only the $i=0$ and $i=+1$ orders. The light in-coupling into the $i=+1$ order in (a) is the reciprocal process of the guided wave out-diffraction into the $i=+1$ order in (b).
take advantage of the light reciprocity and use the out-diffraction process to indirectly calculate the in-coupling diffraction efficiency. For example, the in-coupling efficiency to the $i=+1$ order into the waveguide in Fig. 2.2(a) is the same as the out-diffraction efficiency to $i=+1$ order into the cover in Fig. 2.2(b).

Previous work, RCWA-LW approach [102, 118, 119], attempted to solve the outdiffraction efficiency by removing the incident light contribution (the terms involving $\delta_{i 0}$ in Eq. (2.23)) and casting the problem into a homogeneous system of equations in the form

$$
\left[\begin{array}{cccccc}
-\mathbf{I} & \mathbf{0} & \mathbf{W}_{g} & \mathbf{W}_{g} \mathbf{X}_{g} & \mathbf{0} & \mathbf{0}  \tag{2.24}\\
j \tilde{\mathbf{Y}}_{c} & \mathbf{0} & \mathbf{V}_{g} & -\mathbf{V}_{g} \mathbf{X}_{g} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{W}_{g} \mathbf{X}_{g} & \mathbf{W}_{g} & -\mathbf{I} & -\mathbf{X}_{w} \\
\mathbf{0} & \mathbf{0} & \mathbf{V}_{g} \mathbf{X}_{g} & -\mathbf{V}_{g} & -j \tilde{\mathbf{Y}}_{w} & j \tilde{\mathbf{Y}}_{w} \mathbf{X}_{w} \\
\mathbf{0} & -\mathbf{I} & \mathbf{0} & \mathbf{0} & \mathbf{X}_{w} & \mathbf{I} \\
\mathbf{0} & -\tilde{\mathbf{Y}}_{s / w} & \mathbf{0} & \mathbf{0} & \mathbf{X}_{w} & -\mathbf{I}
\end{array}\right]\left[\begin{array}{c}
\mathbf{R} \\
\mathbf{T} \\
\mathbf{C}_{g}^{+} \\
\mathbf{C}_{g}^{-} \\
\mathbf{C}_{w}^{+} \\
\mathbf{C}_{w}^{-}
\end{array}\right]=\left[\begin{array}{c}
\mathbf{0} \\
\mathbf{0} \\
\mathbf{0} \\
\mathbf{0} \\
\mathbf{0} \\
\mathbf{0}
\end{array}\right],
$$

which can be represented by $\tilde{\mathbf{M}} \mathbf{x}=\mathbf{0}$. The problem becomes finding a complex propagation constant $\tilde{\gamma}=\beta-j \alpha$ with unknown positive real number $\beta$ and $\alpha$ such that the determinant of the boundary condition matrix $\tilde{\mathbf{M}}$ is minimized (close to zero). As a complex propagation constant is involved in the calculation, Eq. (2.7) is modified to

$$
\begin{equation*}
\tilde{k}_{x, i}=\tilde{\gamma}-i K=(\beta-i K)-j \alpha, \tag{2.25}
\end{equation*}
$$

and Eq. (2.8) becomes [120]

$$
\tilde{k}_{r z, i}=\left\{\begin{array}{ll}
\sqrt{n_{r}^{2} k_{0}^{2}-\tilde{k}_{x, i}^{2}} & \operatorname{Re}\left(\tilde{k}_{r z, i}\right)>\operatorname{Im}\left(\tilde{k}_{r z, i}\right)  \tag{2.26}\\
-\sqrt{n_{r}^{2} k_{0}^{2}-\tilde{k}_{x, i}^{2}} & \operatorname{Re}\left(\tilde{k}_{r z, i}\right)<\operatorname{Im}\left(\tilde{k}_{r z, i}\right)
\end{array} r=c, s .\right.
$$

Then, $\tilde{\mathbf{Y}}_{c}, \tilde{\mathbf{Y}}_{w}$, and $\tilde{\mathbf{Y}}_{s / w}$ are defined as $\tilde{k}_{c z, i} / k_{0}, \tilde{k}_{w z, i} / k_{0}$ and $\tilde{k}_{s z, i} / k_{w z, i}$, respectively. The application of this method is limited to grating structures with small index modulations ( $\Delta n \sim 0.01-0.5$, e.g. polymer-based or glass-based volume gratings); however, the algorithm is difficult to find a $\tilde{\gamma}$ within reasonable bounds when the index difference is large ( $\Delta n>1$, e.g. SOI gratings), even though $\Delta n$ is successively increased from small values to the desired value and the converged results obtained from the Muller method are used as the initial guesses for the next steps.

Therefore, an alternative method has to be applied to find the complex propagation constant $\tilde{\gamma}$ for gratings with large index contrasts in order to calculate the out-diffraction efficiencies of the waveguide gratings, which leads to the introduction of RCWA-EIS method. In RCWA-EIS method, the grating is designed such that only $i=0$ and $i=+1$ orders are propagating whereas the other orders are all evanescent, which ensures the minimum number of propagating orders and thus maximizes diffraction efficiencies. This assumption is valid in grating optimization where high efficiency per order is needed, and it also reduces the dimension of matrices involved in subsequent steps and minimizes numerical instability. The $i=+1$ diffracted order is coupled into the waveguide, as shown in Fig. 2.2. All fields in the structure, as well as the propagation constant $\beta$, can be determined from the in-coupling process analyzed by the conventional RCWA. By reciprocity, in-coupled light and out-diffracted light should have the same real propagation constant $\beta$ in the $x$ direction. The problem becomes finding the radiation factor $\alpha$ involved in Eq. (2.25) that will be used to calculate the diffraction efficiencies.

### 2.1.2 Step 2: Equivalent Index Slab Definition

The grating layer, whose field expansion involves a sum of exponential terms, is replaced by $L$ layers of uniform equivalent slabs with unknown refractive indices $\tilde{n}_{l}$ and the electric field expansion of the $l$ th slab in the $z$ direction is

$$
\begin{align*}
E_{l y, i}(z)= & C_{i}^{l+} \exp \left\{-j \tilde{k}_{l z, i}\left[z-(l-1) t_{l}\right]\right\}  \tag{2.27}\\
& +C_{i}^{l-} \exp \left[+j \tilde{k}_{l z, i}\left(z-l t_{l}\right)\right]
\end{align*}
$$

where $t_{l}=t_{g} / L, t_{g}$ is the grating height, and the parameter $L$ is chosen to be 4 which will be explained later. With only two diffraction orders $(0$ and +1$)$ involved, the only requirement for the definition of the equivalent slabs is matching the field amplitudes and phases of these two orders at the cover-grating interface and the grating-waveguide interface. Note that the field coefficients $R_{0}, R_{1}, C_{0}^{w+}, C_{0}^{w-}, C_{1}^{w+}$, and $C_{1}^{w-}$ are all obtained from the conventional RCWA in Step 1. As shown in Fig. 2.3, the equivalent slabs generate the same fields outside grating region, even though the field distributions inside the grating region may vary. Retaining the field profiles in the cover and substrate is important because the radiation losses are mainly due to the radiation in the cover and substrate. Similar to a "black box", the complicated field expansions inside of the "box" are replaced by simple expressions while the outside fields remain unchanged. The EIS concept is similar to the method introduced in [121] in which the grating layer is replaced by a homogeneous dielectric slab with pre-defined index and then simulated by the transmission line approach. But here, the equivalent slab indices are varied based on the fields outside the gratings. Note that the contribution of the evanescent orders still exist in defining the equivalent index slabs because the field coefficients used in the EIS definition are determined by the conventional RCWA of the in-coupling process which considers all possible orders ( $s$ truncated orders implemented in the computer).

RCWA-EIS approach works well when only two propagating diffraction orders are


Figure 2.3: Schematic representation of field repetition outside of the grating by equivalent index slabs. (a) Electric field amplitude along the $z$ direction of the multilayer grating structure, and (b) equivalent index slabs are used to replace the grating layer.
considered. If more diffraction orders are involved, a larger boundary condition matrix in the form of Eq. (2.24) has to be constructed and the formulation is then no different from RCWA-LW approach. In that case, there is no point in finding equivalent index slabs to replace the grating. In other words, RCWA-EIS approach is a simplified version of RCWA-LW approach relying on multiple equivalent index slabs to represent the grating and it can only efficiently treat a small number of propagating diffraction orders.

Specifically, by imposing boundary conditions on the electric and magnetic fields, the following transfer matrix formulation can be obtained for the $i=0$ order:

$$
\begin{align*}
& {\left[\begin{array}{c}
1 \\
-k_{0} n_{c} \cos \theta
\end{array}\right]+\left[\begin{array}{c}
1 \\
k_{c z, 0}
\end{array}\right] R_{0}=} \\
& \prod_{l=1}^{L}\left[\begin{array}{cc}
1 & X_{l, 0} \\
-\tilde{k}_{l z, 0} & \tilde{k}_{l z, 0} X_{l, 0}
\end{array}\right]\left[\begin{array}{cc}
X_{l, 0} & 1 \\
-\tilde{k}_{l z, 0} X_{l, 0} & \tilde{k}_{l z, 0}
\end{array}\right]^{-1}  \tag{2.28}\\
& {\left[\begin{array}{cc}
1 & X_{w, 0} \\
-k_{w z, 0} & k_{w z, 0} X_{w, 0}
\end{array}\right]\left[\begin{array}{l}
C_{0}^{w+} \\
C_{0}^{w-}
\end{array}\right]=\left[\begin{array}{cc}
P_{0,11} & P_{0,12} \\
P_{0,21} & P_{0,22}
\end{array}\right]\left[\begin{array}{l}
C_{0}^{w+} \\
C_{0}^{w-}
\end{array}\right]}
\end{align*}
$$

where $X_{l, 0}=\exp \left(-j \tilde{k}_{l z, 0} t_{l}\right), X_{w, 0}=\exp \left(-j k_{w z, 0} t_{l}\right)$, and $\tilde{k}_{l z, 0}$ is defined as

$$
\tilde{k}_{l z, i}= \begin{cases}\sqrt{\tilde{n}_{l}^{2} k_{0}^{2}-k_{x, i}^{2}} & , \operatorname{Re}\left(\tilde{k}_{l z, i}\right)>\operatorname{Im}\left(\tilde{k}_{l z, i}\right)  \tag{2.29}\\ -\sqrt{\tilde{n}_{l}^{2} k_{0}^{2}-{k_{x, i}}^{2}} & , \operatorname{Re}\left(\tilde{k}_{l z, i}\right)<\operatorname{Im}\left(\tilde{k}_{l z, i}\right)\end{cases}
$$

because the unknown equivalent slab indices $\tilde{n}_{l}$ are complex numbers with no physical meanings (pure mathematical representation). Equation (2.28) can be transformed into

$$
\begin{array}{r}
P_{0,11} C_{0}^{w+}+P_{0,12} C_{0}^{w-}-1-R_{0}=0 \\
P_{0,21} C_{0}^{w+}+P_{0,22} C_{0}^{w-}-k_{c z, 0} R_{0}+k_{0} n_{c} \cos \theta=0 . \tag{2.31}
\end{array}
$$

The transfer matrix formulation for the $i=+1$ order has a similar form as Eq. (2.28) but excludes the incident light contribution ( 1 and $k_{0} n_{c} \cos \theta$ ), and it can be transformed into

$$
\begin{array}{r}
P_{1,11} C_{1}^{w+}+P_{1,12} C_{1}^{w-}-R_{1}=0, \\
P_{1,21} C_{1}^{w+}+P_{1,22} C_{1}^{w-}-k_{c z, 1} R_{1}=0, \tag{2.33}
\end{array}
$$

where $k_{c z, 0}, k_{w z, 0}, R_{0}, R_{1}, C_{0}^{w+}, C_{0}^{w-}, C_{1}^{w+}$ and $C_{1}^{w-}$ are known from the in-coupling calculation.

The problem then becomes finding $L$ equivalent refractive indices such that Eq. (2.30) to (2.33) are satisfied simultaneously. A total of 4 equations related to the $E$ fields and $H$ fields of each of the $i=0$ order and $i=+1$ order are involved. The Matlab function fsolve with the Trust-Region-Dogleg (TRD) algorithm are used to find the equivalent indices [43]. The TRD algorithm is specially designed to solve nonlinear equations, and it requires the number of equations be the same as the number of unknowns, which gives a unique set of solutions. This is the reason why the number of equivalent index slabs $L$ is chosen to be 4. The TRD algorithm usually gives small function values, e.g. less than $1 \times 10^{-8}$. The resulting 4 equivalent indices are verified further by calculating the propagation constant $\beta_{e q}$
in the multilayer structure consisting of the cover, the 4 equivalent index slabs, the original waveguide, and the substrate, using the formulation reported in [122]. The calculated propagation constant $\beta_{e q}$ is then compared with $k_{x, 1}$ (the propagation constant of the coupled order along the $x$ direction).

### 2.1.3 Step 3: Radiation Factor Calculation

After the equivalent indices are determined, the radiation factor $\alpha$ is calculated using a similar process as discussed in [122]. But here, we will consider two out-diffracted orders with $\tilde{k}_{x, 0}=\beta-j \alpha$ and $\tilde{k}_{x, 1}=K-\beta-j \alpha$ as propagation constants in the $x$ direction. The sign of the real part of $\tilde{k}_{x, 1}$ is not of consequence since $\tilde{k}_{x, 1}$ is only used to calculate $\tilde{k}_{c z, 1}$, $\tilde{k}_{s z, 1}$ and $\tilde{k}_{w z, 1}$ based on Eq. (2.26). All layers, including cover, equivalent index slabs, waveguide and substrate, are considered in the transfer matrix formulations. Specifically, the transfer matrix formulations for both orders are in the form of Eq. (2.28) (without incident light) with the replacement

$$
\left[\begin{array}{c}
C_{0 / 1}^{w+}  \tag{2.34}\\
C_{0 / 1}^{w-}
\end{array}\right]=\left[\begin{array}{cc}
X_{w, 0 / 1} & 1 \\
-\tilde{k}_{w z, 0 / 1} X_{w, 0 / 1} & \tilde{k}_{w z, 0 / 1}
\end{array}\right]^{-1}\left[\begin{array}{c}
1 \\
-\tilde{k}_{s z, 0 / 1}
\end{array}\right] T_{0 / 1},
$$

and can be written in a simplified form as

$$
\left[\begin{array}{c}
1  \tag{2.35}\\
\tilde{k}_{c z, 0 / 1}
\end{array}\right] R_{0 / 1}=\left[\begin{array}{c}
Q_{0 / 1,1} \\
Q_{0 / 1,2}
\end{array}\right] T_{0 / 1}
$$

which results in $R_{0 / 1}=Q_{0 / 1,1} T_{0 / 1}$, where $0 / 1$ indicates 0 or +1 order. Therefore, we need to find a radiation factor $\alpha$ such that $R_{0}-Q_{0} T_{0}$ and $R_{1}-Q_{1} T_{1}$ are simultaneously close to zero for the existence of an out-diffracted order. Since this step involves two equations (Eq. 2.35) and one unknown ( $\alpha$ ), the resulting least-squares problem is solved using fsolve with the Levenberg-Marquardt (LM) algorithm. The LM algorithm minimizes the sum of
squares of the functions, and the nonlinear system it deals with could be underdetermined, critical-sized, or overdetermined; that is, the number of unknowns could be greater than, equal to, or less than the number of equations. However, the lower and upper bound of $\alpha$ cannot be defined in $f$ solve and this may lead to nonphysically small or negative values of $\alpha$. In many cases, these nonphysical values may be avoided by slightly changing the values $\left( \pm 10^{-4}\right)$ of input parameters, e.g. coupling angle, grating period, grating height, etc. Note that the field amplitudes inside the grating are assumed to be the same for the in-coupling and out-diffracted situations, similar to the assumption in the RCWA-LW approach [118, $119,123]$.

The matrix dimension treated here $(2 \times 2)$ is much smaller than that used in RCWALW approach $(6 s \times 6 s)$, where $s$ is the total number of diffraction orders, which avoids the problematic step of solving the determinant in RCWA-LW approach. Step 2 and 3, which manifest the EIS concept, eliminate the less important evanescent orders considered in RCWA-LW approach when calculating the radiation factor, thus greatly improving the calculation efficiency and numerical stability.

### 2.1.4 Step 4: Out-Diffraction Efficiency Calculation

After $\alpha$ is determined, the out-diffraction efficiency, equivalently in-coupling efficiency, can be calculated by substituting the complex propagation constant $\tilde{\gamma}=\beta-j \alpha$ into Eq. (2.24), and conducting the singular value decomposition of the matrix $\tilde{\mathbf{M}}$, which is $\tilde{\mathbf{M}}=$ $\mathbf{U S V}^{T}$. The solution to the homogeneous system $\tilde{\mathbf{M}} \mathbf{x}=\mathbf{0}$ is the the column vector of $\mathbf{V}$ corresponding to the smallest singular value. The values of $R_{i}$ and $T_{i}$ can be calculated correspondingly. The out-diffraction efficiency can be determined by first calculating the power flow in the $z$ direction. The energy flux density is represented by the time averaged Poynting vector $\bar{S}=\frac{1}{2} \operatorname{Re}\left(\bar{E} \times \bar{H}^{*}\right)$, which can be reduced to $S_{z}=-\frac{1}{2} \operatorname{Re}\left(E_{y} H_{x}^{*}\right)$ for power flow in the $z$ direction. The reflected power density and transmitted power density
are calculated as:

$$
\begin{align*}
S_{z, i}^{r} & =\frac{1}{2} R_{i} R_{i}^{*} \frac{\operatorname{Re}\left(\tilde{k}_{c z, i}\right)}{\omega \mu_{0}}  \tag{2.36}\\
S_{z, i}^{t} & =\frac{1}{2} T_{i} T_{i}^{*} \frac{\operatorname{Re}\left(\tilde{k}_{s z, i}\right)}{\omega \mu_{0}} \tag{2.37}
\end{align*}
$$

for $\operatorname{Re}\left(\tilde{k}_{c z, i}\right)<k_{0} n_{c}$ and $\operatorname{Re}\left(\tilde{k}_{s z, i}\right)<k_{0} n_{s}$, respectively. Otherwise, set $S_{z, i}^{r}$ and $S_{z, i}^{t}$ to zero. The preferential coupling ratios $P C_{c, i}$ and $P C_{s, i}$ of the $i$ th order are defined as

$$
\begin{align*}
P C_{c, i} & =\frac{S_{z, i}^{r}}{\sum_{i}\left(S_{z, i}^{r}+S_{z, i}^{t}\right)},  \tag{2.38}\\
P C_{s, i} & =\frac{S_{z, i}^{t}}{\sum_{i}\left(S_{z, i}^{r}+S_{z, i}^{t}\right)} . \tag{2.39}
\end{align*}
$$

Finally, the diffraction efficiencies $D E_{c, i}$ and $D E_{s, i}$ of the $i$ th order at a given grating length $\ell$ are estimated by an exponential decaying distribution as

$$
\begin{align*}
D E_{c, i} & =P C_{c, i}[1-\exp (-2 \alpha \ell)]  \tag{2.40}\\
D E_{s, i} & =P C_{s, i}[1-\exp (-2 \alpha \ell)] . \tag{2.41}
\end{align*}
$$

### 2.2 Efficiency Optimization

### 2.2.1 Optimization Procedures

The grating coupler is optimized using the Matlab optimization solver fmincon together with RCWA-EIS method. RCWA-EIS method determines the in-coupling/out-diffraction efficiencies $D E$ of the grating coupler in a specific configuration (e.g. given grating profile, diffraction angle $\theta$, grating height $t_{g}$, grating period $\Lambda$, fill factor $f$, etc.), and the solver fmincon minimizes the target function $(1-D E)$ by varying the grating parameters according to a set of constraints. The $i=+1$ order out-diffraction efficiency $D E_{c, 1}$, equivalently the $i=+1$ order in-coupling efficiency (Fig. 2.2), determined by RCWA-EIS method is
the target to optimize in the solver fmincon. Since the grating is designed to couple the $i=+1$ order diffracted wave into the waveguide, $k_{x, 1}$ should be comparable to the fundamental propagation constant of the slab waveguide $\beta_{0}$, which can be calculated using the method introduced in [122]. In the optimization, $k_{x, 1}$ is restricted to be in the range $\left|\beta_{0}-k_{x, 1}\right|<k_{0} n_{w}-\beta_{0}$. The inputs to the optimization solver fmincon are as follows: (1) the initial values of a set of undecided parameters, e.g. incident angle (or coupling angle) $\theta$, fill factor $f$, grating period $\Lambda$, grating thickness $t_{g}$, etc., (2) the lower and upper bounds of each parameter, (3) the function tolerance, and (4) the constraint $\left|\beta_{0}-k_{x, 1}\right|<k_{0} n_{w}-\beta_{0}$. The model outputs the final values of those parameters that give the minimum value of $1-D E_{c, 1}$, which corresponds to maximizing $D E_{c, 1}$. The optimized structure can be validated by 2D FDTD simulation (e.g. MEEP program developed at Massachusetts Institute of Technology). Multiple runs with different sets of initial values can be conducted in order for the solver to find the global minimum.

### 2.2.2 Results and Discussion

The interlayer grating coupling problem is schematically depicted in Fig. 2.4. Surfacerelief gratings (binary, parallelogramic, and sawtooth gratings) as well as volume gratings with sinusoidally varying refractive indices are considered here. Some basic parameters involved in the models are as follows: free-space wavelength of incident light $\lambda_{0}$, coupling angle in the cover $\theta$, grating thickness $t_{g}$, waveguide thickness $t_{w}$, grating fill factor $f$, grating period $\Lambda$, number of grating period $N$, and grating slant angle $\varphi$ (for parallelogramic and volume gratings). $\mathrm{TE}_{z}\left(E_{y}, H_{z}\right.$ and $\left.H_{x}\right)$ polarized planar incidence is considered in all the models. The formulations of the grating models follow the previous RCWA work [101, 124, 115, 41]. The permittivity formulations of parallelogramic, sawtooth and volume gratings are introduced in the Appendix A.

For the analysis of surface-relief gratings, three grating parameters, namely coupling angle $(\theta)$, grating period $(\Lambda)$, and grating thickness $\left(t_{g}\right)$, are variables to be optimized. The


Figure 2.4: Schematic representation (not to scale) of the grating-to-grating coupling process. The waveguide grating region indicated by the dashed box represents one of the grating structures at the right side of the figure.
known parameters are as follows: free-space wavelength $\lambda_{0}=1.55 \mu \mathrm{~m}$, cover refractive index $n_{c}=1$, substrate refractive index $n_{s}=1.45$, grating groove refractive index $n_{g r}=1$, grating ridge refractive index $n_{r d}=2.46$, waveguide refractive index $n_{w}=3.45$, grating fill factor $f=0.5$ (for binary and parallelogramic gratings), and waveguide thickness $t_{w}=$ $0.22 \mu \mathrm{~m}$. The fundamental mode propagation constant of the $0.22 \mu \mathrm{~m}$ thick air $/ \mathrm{Si}^{2} / \mathrm{SiO}_{2}$ slab waveguide is calculated to be $\beta_{0}=11.3710 \mu \mathrm{~m}^{-1}$. The total number of space harmonics is set to be $s=7$.

For the analysis of volume gratings, three grating parameters, namely coupling angle $(\theta)$, grating period $(\Lambda)$, and slant angle $(\varphi)$, are variables to be optimized. The known parameters are as follows: free-space wavelength $\lambda_{0}=1.55 \mu \mathrm{~m}$, cover refractive index $n_{c}=1$, substrate refractive index $n_{s}=1.45$, waveguide refractive index $n_{w}=1.8$, average grating refractive index $n_{g}=1.8$, grating refractive index modulation $\Delta n_{g}=0.1$ ( $\Delta \epsilon \approx 2 n_{g} \Delta n_{g}$ ), waveguide thickness $t_{w}=0.4 \mu \mathrm{~m}$, and grating thickness $t_{g}=0.4 \mu \mathrm{~m}$. The fundamental mode propagation constant of the $0.4 \mu \mathrm{~m}$ thick waveguide is calculated to be $\beta_{0}=6.3008 \mu \mathrm{~m}^{-1}$. The total number of space harmonics is again set to be $s=7$.

The optimization of the grating parameters is carried out using the Matlab function fmincon. The grating is designed to couple the $i=+1$ order diffracted light into/out of the waveguide, and thus the target of optimization is the diffraction efficiency of the $i=+1$ or$\operatorname{der}\left(D E_{c, 1}\right)$, and $k_{x, 1}$ should be comparable to $\beta_{0}$. Optimizing the single grating diffraction efficiency $D E_{c, 1}$ is the same as optimizing the grating-to-grating coupling efficiency which
is approximated by $D E_{c, 1}^{2}$. To ensure the maximum diffraction efficiency of the $i=+1$ order, diffraction orders other than $i=0$ and $i=+1$ should not propagate. Furthermore, to ensure the correctness of the 4 equivalent indices, the propagation constant calculated using the equivalent indices, $\beta_{e q}$ (taking the real part), should be comparable to $k_{x, 1}$, and the difference between these two values is restricted to be less than $2 \%$. As a result, the nonlinear constraints in the fmincon function is thus set as follows: (1) $\left|\beta_{0}-k_{x, 1}\right|<k_{0} n_{w}-\beta_{0}$, (2) $k_{x,-1}>k_{0} n_{w}$, (3) $\left|k_{x, 1}-\beta_{e q}\right| /\left|k_{x, 1}\right|<0.02$, and (4) $\alpha>0$. The lower and upper bounds of the three variables $\left[\theta, \Lambda, t_{g}\right]$ are set to be [ $\left.0.1 \mathrm{rad}\left(5.73^{\circ}\right), 0.3 \mu \mathrm{~m}, 0.05 \mu \mathrm{~m}\right]$ and [ $\pi / 4 \mathrm{rad}\left(45^{\circ}\right), 1.55 \mu \mathrm{~m}, 0.4 \mu \mathrm{~m}$ ], respectively. Taking into account fabrication limits, the thickness of the grating layer should be less than $0.4 \mu \mathrm{~m}$ [125], and the minimum coupling angle should be set to $0.1 \mathrm{rad}\left(5.73^{\circ}\right)$ to reduce the possibility of coupling into the $i=-1$ diffraction order. For the volume grating, the lower and upper bounds of $[\theta, \Lambda, \varphi]$ are set to be $\left[0.1 \mathrm{rad}\left(5.73^{\circ}\right), 0.2 \mu \mathrm{~m}, 0.3 \mathrm{rad}\left(17.19^{\circ}\right)\right]$ and $\left[0.4 \mathrm{rad}\left(22.91^{\circ}\right), 1 \mu \mathrm{~m}, 1.3 \mathrm{rad}\left(74.48^{\circ}\right)\right]$, respectively.

For all the grating structures presented in this paper, the Matlab function $f$ solve with the TRD algorithm is used to find the equivalent indices. The function tolerance of fsolve is set to be $1 \times 10^{-8}$. The Matlab function fsolve with the LM algorithm is used to find the radiation factor of the multilayer structure, and its function tolerance is set to be $1 \times 10^{-8}$. The optimization is carried out using the Matlab function fmincon with nonlinear constraints specified above. Parameter sweep of initial values, e.g. $\left[\theta, \Lambda, t_{g}\right]$ for the surfacerelief gratings and $[\theta, \Lambda, \varphi]$ for the volume gratings, can be conducted to avoid finding of unreasonable values of the radiation factor $\alpha$. Normally, $\alpha$ for parallelogramic gratings, sawtooth gratings, and volume gratings are in the range of [0.01, 0.1], [0.001, 0.02], and [0.001, 0.02], respectively. In general, the search algorithms work well for grating structures with relatively large $\alpha$, e.g. parallelogramic gratings and binary gratings; for grating structures with relatively small $\alpha$, e.g. sawtooth gratings and volume gratings, parameter sweep of initial values is highly recommended.


Figure 2.5: Single grating diffraction efficiency $\left(D E_{c, 1}\right)$ as a function of number of periods $(N)$ or grating length $(\ell=N \Lambda)$ for binary gratings (binary-1 and binary-2) summarized in Table 2.1.

## Binary Grating Coupler

Two examples of optimized binary gratings are summarized in Table 2.1. Each optimization starts with a set of initial values. If the initial values are far from the ideal values corresponding to the optimized structure (relatively large diffraction efficiencies), the optimization function will still find the final values that are close to the ideal values, even though the diffraction efficiencies may not be maximized or accurate. Those final values can serve as rough estimates of the ideal values. If the initial values are in the vicinity of the ideal values, the diffraction efficiencies found by the optimization function are maximized and relatively accurate. More examples are shown in [41]. Multiple optimizations should be carried out to ensure finding the global maximum, which is still computationally efficient due to the fast calculation of each optimization.

From Fig. 2.5, it is observed that the optimized binary gratings have diffraction efficiencies approaching $50 \%$, which is limited by the preferential coupling ratio $P C_{c}$. Since binary gratings have symmetric profiles and roughly equal indices of the waveguide claddings ( 1 for air and 1.45 for $\mathrm{SiO}_{2}$ ), the guided power is diffracted approximately equally into the cover and substrate. The curves corresponding to the FDTD results oscillate at small numbers of grating periods. This may due to two reasons: (1) at small grating lengths, the fields in the structures have not yet reached steady state, and thus the contribution of

Table 2.1: Optimized parameters and calculated in-coupling/out-diffraction efficiencies for selected cases of binary gratings, parallelogramic gratings, sawtooth gratings, and the volume gratings. $P C_{c, 1}$ is the preferential coupling ratio, defined as the fraction of the total radiation power that is diffracted into the $i=+1$ order in the cover.

| Case |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| No. | Initial Values <br> $[\mathrm{rad}]$ |  |  |  |  | $\Lambda$ <br> $[\mu \mathrm{m}]$ | $t_{g}$ <br> $[\mu \mathrm{~m}]$ | $\phi$ <br> $[\mathrm{rad}]$ | $\theta$ <br> $[\mathrm{rad}]$ | $\Lambda$ <br> $[\mu \mathrm{m}]$ | $t_{g}$ <br> $[\mu \mathrm{~m}]$ |
| binary-1 | 0.30 | 0.60 | 0.20 | - | 0.3001 | 0.6000 | 0.2340 | - | 0.4914 | 9.2736 | 0.0375 |
| binary-2 | 0.10 | 0.55 | 0.30 | - | 0.2801 | 0.5311 | 0.2432 | - | 0.5011 | 10.7099 | 0.0445 |
| f-pa-1 | 0.30 | 0.55 | 0.30 | - | 0.3005 | 0.5373 | 0.3124 | 0.9942 | 0.8175 | 10.4950 | 0.0279 |
| f-pa-2 | 0.10 | 0.52 | 0.39 | - | 0.1956 | 0.5589 | 0.3087 | 0.9757 | 0.7923 | 10.4542 | 0.0238 |
| b-pa-1 | 0.10 | 0.53 | 0.34 | - | 0.2242 | 0.5407 | 0.3095 | 0.9911 | 0.8038 | 10.7192 | 0.0139 |
| b-pa-2 | 0.11 | 0.48 | 0.12 | - | 0.1507 | 0.4912 | 0.1575 | 1.0418 | 0.8006 | 12.1829 | 0.0122 |
| f-saw-1 | 0.10 | 0.47 | 0.37 | - | 0.2345 | 0.4793 | 0.3667 | - | 0.7931 | 12.1672 | 0.0096 |
| f-saw-2 | 0.10 | 0.52 | 0.31 | - | 0.2057 | 0.5434 | 0.2872 | - | 0.8033 | 10.7348 | 0.0010 |
| b-saw-1 | 0.10 | 0.60 | 0.1 | - | 0.2317 | 0.5356 | 0.2079 | - | 0.5840 | 10.7997 | 0.0097 |
| b-saw-2 | 0.25 | 0.50 | 0.25 | - | 0.2376 | 0.5088 | 0.2409 | - | 0.4864 | 11.3951 | 0.0099 |
| vol-1 | 0.30 | 0.70 | - | 1.2 | 0.1041 | 0.7019 | - | 0.9255 | 0.5968 | 6.7298 | 0.0098 |
| vol-2 | 0.30 | 0.70 | - | 1.1 | 0.2933 | 0.6974 | - | 0.9630 | 0.6274 | 6.2235 | 0.0079 |



Figure 2.6: Single grating diffraction efficiency $\left(D E_{c, 1}\right)$ as a function of number of periods $(N)$ or grating length $(\ell=N \Lambda)$ for parallelogramic gratings, where $\Lambda$ is given in Table 2.1.
scattering at the waveguide ends becomes much more significant; (2) there is a stability issue in the FDTD calculation when a transient source, e.g. a Gaussian source, is used, but as time increases, the nonphysical transients will decay. On the other hand, neither the scattering effect nor the transient field is considered in the RCWA, and RCWA-EIS method generates smooth curves as a result of the exponential mathematical model Eq. (2.40).

## Parallelogramic Grating Coupler

According to Li et al. [126], the optimized slant angle for a forward-slanted paralellogramic grating (geometry defined in Appendix A) is defined as

$$
\begin{equation*}
\varphi=\arcsin \left(\frac{\lambda_{0}}{\Lambda \sqrt{n_{g r}^{2}+f\left(n_{r d}^{2}-n_{g r}^{2}\right)-\beta_{0}^{2}+2 \beta_{0} \lambda_{0} / \Lambda}}\right) \tag{2.42}
\end{equation*}
$$

Therefore, the slant angle $\varphi$ is determined once the grating period $\Lambda$ is found for a given material system.

Four optimized paralellogramic gratings, two forward-slanted cases (case f-pa-1 and case f-pa-2) and two backward-slanted cases (case b-pa-1 and case b-pa-2), are summarized in Table 2.1 which includes the optimized parameters $\theta, \Lambda$, and $\varphi$ as well as the resulting parameters such as the preferential coupling ratio in the $i=+1$ order $\left(P C_{c, 1}\right)$, coupled mode propagation constant $\left(\beta=k_{x, 1}\right)$ and the radiation factor $(\alpha)$. The single grating diffraction efficiencies $\left(D E_{c, 1}\right)$ as a function of number of grating periods $(N)$ for the parallelogramic gratings are shown in Fig. 2.6. The results obtained from RCWA-EIS method demonstrate good agreement with those calculated by FDTD simulations. Some of the data plots corresponding to the FDTD calculations exhibit irregularity due to the numerical instability induced by the slanted grating structure (staircase approximation of the FDTD grids). The error may be reduced by increasing the resolution of the FDTD simulation, but it requires more computation time. It is observed that the optimized forward-slanted gratings have much larger diffraction efficiencies than the optimized backward-slanted gratings, which agrees with the conclusion that forward-slanted parallelogramic gratings give higher diffraction efficiencies as stated in Li et al. [126]. It is also observed that the preferential coupling ratio ( $P C_{c, 1}$ ) of the forward-slanted parallelogramic gratings is much larger than 0.5 , which is a good demonstration of the benefit of using asymmetric grating profiles. It is known that gratings with symmetric profiles, e.g. sinusoidal and rectangular, radiate the incident power (or guided power) almost equally into the cover and the substrate, resulting in a preferential coupling ratio (or radiation directionality) close to $50 \%$ provided the refractive index of the cover is comparable to that of the substrate, as shown in the binary grating section. On the contrary, gratings with asymmetric profiles, e.g. blazed (trapezoidal, sawtooth or triangular) and parallelogramic, emit more than $90 \%$ of the radiated power into the cover $[127,105,128,129]$. Nevertheless, the radiation factor $\alpha$, defined as the radiated power per unit grating length, of the blazed grating is very small, and thus a longer
grating is required to radiate the same amount of incident (or guided) power. Researchers have already found that parallelogramic gratings provide both larger radiation factor and higher radiation directionality than gratings with other tooth profiles [130, 126]. Therefore, parallelogramic gratings offer the benefits of simultaneously obtaining high diffraction efficiency and high device compactness. From Table 2.1, it is found that the radiation factors $\alpha$ of the forward-slanted parallelogramic gratings are relatively large compared to those of other grating profiles. In spite of their relatively complex profiles, parallelogramic gratings can be fabricated using the methods such as those presented in [130, 131].

## Sawtooth Grating Coupler

Four optimized sawtooth gratings, two forward-slanted cases (case f-saw-1 and case f-saw2) and two backward-slanted cases (case b-saw-1 and case b-saw-2), are summarized in Table 2.1. The single grating diffraction efficiencies $\left(D E_{c, 1}\right)$ as a function of number of grating periods ( $N$ ) for the sawtooth gratings are shown in Fig. 2.7. The results obtained from RCWA-EIS method demonstrate good agreement with those from FDTD calculations. The optimized forward-slanted gratings have larger diffraction efficiencies than the optimized backward-slanted gratings, though the improvement of the forward-slanted profile is not as significant as in the case of parallelogramic gratings. The preferential coupling ratios of the forward-slanted sawtooth gratings are also much larger than 50\%. Aoyagi et al. [132] reported that the blazed grating can direct $97 \%$ of the total radiated power into the desired angle. Although the preferential coupling ratios of sawtooth gratings shown in Table 2.1 are approximately $80 \%$, they can be optimized if the target function is $P C_{c, 1}$ rather than $D E_{c, 1}$. Nevertheless, the resulting diffraction efficiencies are small due to the small radiation factor common in blazed gratings.


Figure 2.7: Single grating diffraction efficiency $\left(D E_{c, 1}\right)$ as a function of number of periods $(N)$ or grating length $(\ell=N \Lambda)$ for sawtooth gratings, where $\Lambda$ is given in Table 2.1.


Figure 2.8: Single grating diffraction efficiency $\left(D E_{c, 1}\right)$ as a function of number of periods $(N)$ or grating length $(\ell=N \Lambda)$ for volume gratings, where $\Lambda$ is given in Table 2.1.

## Volume Grating Coupler

The volume grating is taken to be a section of the waveguide with sinusoidal index modulation; that is, the volume grating is in the waveguide instead of on top of the waveguide as in the previous examples. Two optimized volume gratings are summarized in Table 2.1. The single grating diffraction efficiencies $\left(D E_{c, 1}\right)$ as a function of number of grating periods $(N)$ for the volume gratings are shown in Fig. 2.8. The results obtained from RCWA-EIS method demonstrate good agreement with those calculated by FDTD. As the grating is a part of the waveguide, the guided field is largely affected by the index-varying region. Nevertheless, the diffraction efficiency is relatively small due to the small index modulation $\Delta n_{g}$ used in this model. Since the majority of the volume gratings are made of polymers with typical indices from 1.3 to 1.8 , and the index modulation $\Delta n_{g}$ is usually less than 0.1 , the diffraction efficiency of the volume gratings should not be compared with those of surface-relief gratings with large index differences. Here, the results are used to demonstrate the feasibility of RCWA-EIS method in simulating arbitrary volume gratings.

## Binary Grating Coupler with Reflector

Surface-relief gratings with bottom reflectors can also be optimized using RCWA-EIS method. Gratings with symmetric profiles have approximately half of the out-diffracted power travelling into the substrate, and thus it is beneficial to recycle the downwarddiffracted light using an adjacent-layer reflector. Two types of reflectors are considered, namely grating reflectors and metal reflectors. RCWA-EIS formulation remains the same except for the addition of more layers corresponding to the reflectors. The grating reflector is replaced by equivalent index slabs, while the metal layer is treated as a uniform layer with negative real and positive imaginary relative permittivity, e.g. for gold, $\epsilon_{r}=112.68+j 6.852$ at $1.55 \mu \mathrm{~m}$ wavelength. The reflectors are added to several optimized binary gratings. To optimize the reflector structure, three parameters, namely the buried oxide layer (BOX)


Figure 2.9: In-coupling/out-diffraction efficiencies $\left(D E_{c, 1}\right)$ as a function of number of grating periods $(N)$ for optimized binary gratings with bottom grating reflector and metal reflector. Applying reflector results in twofold increase in diffraction efficiencies.
thickness $\left(t_{b o x}\right)$, grating reflector thickness ( $t_{b g}$ ), and the horizontal shift of the grating reflector relative to the optimized binary grating $\left(\Delta_{x}\right)$, are set as unknowns for the case of grating reflector, whereas two parameters, namely the BOX thickness $\left(t_{b o x}\right)$ and metal layer thickness $\left(t_{m}\right)$, are set as unknowns for the case of metal reflector.

An optimized binary grating with parameters $t_{g}=0.27 \mu \mathrm{~m}, \Lambda=0.67 \mu \mathrm{~m}$, and $\theta=$ $0.10 \mathrm{rad}\left(5.73^{\circ}\right)$ is used as the basic structure to which reflectors can be applied. Optimized parameters found for the grating reflector are $\Lambda_{b g}=\Lambda=0.67 \mu \mathrm{~m}, t_{b g}=0.31 \mu \mathrm{~m}, t_{b o x}=0.22$ $\mu \mathrm{m}$, and $\Delta x=0.30 \mu \mathrm{~m}$, while those for the metal reflector are $t_{m}=0.51 \mu \mathrm{~m}$, and $t_{b o x}=$ $1.02 \mu \mathrm{~m}$. Figure 2.9 shows the in-coupling/out-diffraction efficiency $\left(D E_{c, 1}\right)$ as a function of the number of grating periods $(N)$ for the basic grating with/without the reflectors. From RCWA-EIS results, applying the grating reflector results in twofold increase in diffraction efficiencies. Mismatch in FDTD and RCWA-EIS data is due to the geometric issue that RCWA assumes infinite long gratings, while FDTD simulates gratings with real lengths.

In conclusion, RCWA-EIS method together with the Matlab optimization solver fmincon can be used to optimize grating couplers with various profiles. The advantages of this optimization method are arbitrary choices of grating profiles, wide parameter search spaces, easy implementation, fast calculation, and accurate results.

### 2.3 Angular Misalignment Analysis

Alignment of diffraction gratings has been a major bottleneck that limits the interlayer grating coupling efficiency. The need to align the grating couplers and other optical components greatly reduces the possibility of cost-effective manufacturing and automation. Misalignment may result from mechanical and thermal effects which are unavoidable during device handling and operation. For example, thermal warpage may be induced in the package due to strains caused by different coefficients of thermal expansion of package materials, and gratings defined on such package are most likely to be affected. As a result, understanding the underlying mechanism and designing misalignment-tolerant grating couplers are important to the fields of packaging and testing.

There are six degrees of freedom to be considered for misalignment analysis, including three lateral $(x, y, z)$ and three angular (roll, pitch, yaw), where roll, pitch, and yaw are the rotational angles about the $x, y$, and $z$ axes, respectively. For chip-to-chip grating couplers, the lateral displacements of volume holographic gratings [133,134] and surface-relief gratings $[135,136]$ have been experimentally studied. There is limited effort analyzing rotational misalignment, and such efforts all focus on rotations about the $y$ axis, or equivalently, changes in the incident angle [137, 138]. Wu et al. [139] analyzed the yaw, pitch, and roll rotation of a volume grating under vertical incidence (zero incident angle), but they only considered transmission through the grating instead of coupling into a waveguide. Other efforts related to misalignment analysis in the field of optical communication mainly focus on fiber-to-grating coupling [57, 140, 141, 142] and laser-to-grating coupling [143]. Misalignment-tolerant structures have been proposed to provide solutions to misalignment problems but those designs did not give general physical insight into the underlying mechanisms [144, 145, 146]. Consequently, it is necessary to build a comprehensive simulation model for interlayer grating coupling under angular misalignment.

This work, for the first time, calculates the interlayer coupling efficiencies of waveg-
uide gratings under arbitrary rotations, using 3D RCWA for conical diffraction [115] together with RCWA-EIS method [41, 43]. The proposed model can handle arbitrary rotations and calculate interlayer grating coupling efficiency under the pre-defined rotations for optimized gratings (with two major propagating diffraction orders). The model can also produce the change of single grating diffraction efficiency (or equivalently, the interlayer grating coupling efficiency) as a function of rotation angle about a particular direction. Implemented in Matlab and providing a simple software scheme, the model is computationally efficient and numerically accurate, compared with the hefty simulation time required for 3D FDTD simulations. For example, it generally requires 3 days to finish one 3D FDTD simulation at a resolution of 60 pixels per unit distance with 20 -core parallel computing, and it would take even longer when the resolution is set to a higher value. In comparison, it takes only 0.3 second for RCWA-EIS method to calculate the efficiency of a rotated grating. Given a specific requirement, such as the maximum angular rotation of an interconnect system, the model is capable of optimizing the grating parameters by using the Matlab optimization toolbox.

### 2.3.1 Theory and Formulation

The general 3D interlayer grating coupling configuration is depicted in Fig. 2.10. A binary rectangular-groove grating consisting of cover, grating, waveguide, and substrate layers is considered as an example. The bottom grating is rotated relative to the top grating. The coordinate axes of the top and bottom waveguide gratings are labeled as $\left(x_{t}, y_{t}, z_{t}\right)$ and ( $x_{b}$, $y_{b}, z_{b}$ ), respectively. A TE-polarized guided wave (with field components $E_{y}, H_{x}, H_{z}$ ) of free-space wavelength $\lambda_{0}$ is launched into the top waveguide along the $-x_{t}$ direction and out-diffracted from the top grating, and the out-diffracted light is then incident conically onto the bottom grating. Assume the gratings are optimized for high diffraction efficiencies and only two orders $(i=0$ and $i=+1)$ are propagating in the cover. The analysis begins with determining the conical incidence configuration (proper Euler angles) from the


Figure 2.10: Schematic representation (not to scale) of the 3D interlayer grating coupling configuration under angular misalignment.
relative rotation of the bottom grating. Then the conical incidence can be analyzed using the traditional 3D RCWA formulations, and the field amplitudes and phases at all interfaces can be determined. The equivalent index slabs can be subsequently defined and coupling efficiency into the waveguide can be calculated.

## Step 1: Determination of Rotated Grating Coordinate System

The first step of the misalignment analysis is to determine the coordinate axes of the bottom grating structure, designated as $\hat{x}_{b}, \hat{y}_{b}$, and $\hat{z}_{b}$. The coordinate system of the top grating structure, defined by the axes $\hat{x}_{t}, \hat{y}_{t}$, and $\hat{z}_{t}$, is set as the reference coordinate system. Since the rotational misalignment is the target of the analysis, the separation between the top and bottom gratings is not emphasized. For simple calculations, both the top and bottom coordinate systems are placed at a common origin and thus no translation is involved. The bottom grating structure is rotated about an arbitrary axis defined by the unit vector $\hat{a}$. As shown in Fig. 2.11, the rotation of a vector by an angle $\delta$ about the axis $\hat{a}$ can be achieved by the following steps:
(1) rotate the coordinate system about the $\hat{z}_{t}$ axis such that $\hat{a}$ lies in the $x_{t} z_{t}$ plane: $R_{z}\left(\theta_{1}\right)$; (2) rotate the coordinate system about the $\hat{y}_{t}$ axis such that $\hat{a}$ lies along the $z_{t}$ axis: $R_{y}\left(\theta_{2}\right)$; (3) rotate the coordinate system by the desired angle $\delta$ about the $z_{t}$ axis: $R_{z}(\delta)$;


Figure 2.11: Rotation about an arbitrary axis $\hat{a}$ can be decomposed into a series of rotation operations. The first step is rotating the vector $a$ about the $z_{t}$ axis by an angle $\theta_{1}$ such that $a^{\prime}$ is in the $x_{t} z_{t}$ plane, and the second step is rotating the vector $a^{\prime}$ about the $y_{t}$ axis by an angle $\theta_{2}$ such that $a^{\prime \prime}$ is along the $z$ axis. In this figure, both $\theta_{1}$ and $\theta_{2}$ are negative.
(4) perform the inverse of Step (2): $R_{y}^{-1}\left(\theta_{2}\right)=R_{y}\left(-\theta_{2}\right)$;
(5) perform the inverse of Step (1): $R_{z}^{-1}\left(\theta_{1}\right)=R_{z}\left(-\theta_{1}\right)$,
where the rotation matrix $R_{z}(\gamma)$ is

$$
R_{z}(\gamma)=\left[\begin{array}{ccc}
\cos \gamma & -\sin \gamma & 0  \tag{2.43}\\
\sin \gamma & \cos \gamma & 0 \\
0 & 0 & 1
\end{array}\right]
$$

if the coordinate system is rotated clockwise (or equivalently, the vector is rotated counterclockwise) by an angle $\gamma$ about the $z$ axis, and the rotation matrix $R_{y}(\beta)$ is

$$
R_{y}(\beta)=\left[\begin{array}{ccc}
\cos \beta & 0 & \sin \beta  \tag{2.44}\\
0 & 1 & 0 \\
-\sin \beta & 0 & \cos \beta
\end{array}\right]
$$

if the coordinate system is rotated clockwise by an angle $\beta$ about the $y$ axis. As a result, the total operation of rotating about the axis $\hat{a}$ is $R_{a}=R_{z}^{-1}\left(\theta_{1}\right) R_{y}^{-1}\left(\theta_{2}\right) R_{z}(\delta) R_{y}\left(\theta_{2}\right) R_{z}\left(\theta_{1}\right)$, and the bottom coordinate system can be determined as $\hat{x}_{b}=R_{a} \hat{x}_{t}, \hat{y}_{b}=R_{a} \hat{y}_{t}$, and $\hat{z}_{b}=$ $R_{a} \hat{z}_{t}$.


Figure 2.12: Proper Euler angles $(\phi, \theta, \psi)$ for the $z-y^{\prime}-z^{\prime \prime}$ type of intrinsic rotation. The coordinate system first rotates about the $z$ axis (same as $z_{b}$ and $z^{\prime}$ ) by $\phi$, then rotates about the $y^{\prime}$ axis (same as $y^{\prime \prime}$ ) by $\theta$, and finally rotates about the $z^{\prime \prime}$ axis (same as $k$ and $z^{\prime \prime \prime}$ ) by $\psi$.

## Step 2: Determination of Proper Euler Angles

The second step of the misalignment analysis is to determine the proper Euler angles $(\phi, \theta, \psi)$, as shown in Fig. 2.12. For a given rotational misalignment configuration, the coordinate axes $\left(x_{t}, y_{t}, z_{t}\right)$ and $\left(x_{b}, y_{b}, z_{b}\right)$ are known. The bottom coordinate axes are expressed in the top coordinate system. From the system $\left(x_{t}, y_{t}, z_{t}\right)$, the system $(n, l, k)$ can be determined as the following unit vectors: $\hat{n}=[0,1,0], \hat{l}=\left[-\cos \theta_{\text {inc }}, 0, \sin \theta_{\text {inc }}\right]$, and $\hat{k}=\left[\sin \theta_{\text {inc }}, 0, \cos \theta_{\text {inc }}\right]$, where $\hat{n}=\hat{y}_{t}=\hat{E}, \hat{l}=\hat{k} \times \hat{n}$, and $\theta_{\text {inc }}$ is the angle between $\hat{k}$ and $\hat{z}_{t}$ or the incident angle. The direction of the line of nodes, or $\bar{y}^{\prime}$, is determined by $\bar{y}^{\prime}=\hat{z}_{b} \times \hat{k}$. Then $\phi$ is the angle between $\bar{y}_{b}$ and $\bar{y}^{\prime}$, defined as $\phi=\cos ^{-1}\left[\bar{y}_{b} \cdot \bar{y}^{\prime} /\left(\left|\bar{y}_{b}\right|\left|\bar{y}^{\prime}\right|\right)\right]$; $\theta$ is the angle between $\bar{z}_{b}$ and $\bar{k}$, defined as $\theta=\cos ^{-1}\left[\bar{z}_{b} \cdot \bar{k} /\left(\left|\bar{z}_{b} \| \bar{k}\right|\right)\right]$ (note $\theta$ and $\theta_{\text {inc }}$ are completely different variables; $\theta_{\text {inc }}$ is the incident angle); and $\psi$ is the angle between $\bar{l}$ and $\bar{y}^{\prime}$, defined as $\psi=\cos ^{-1}\left[\bar{l} \cdot \bar{y}^{\prime} /\left(|\bar{l}|\left|\bar{y}^{\prime}\right|\right)\right]$. The above definitions only give the values of the angles. The sign of the angle is defined using the right-hand rule: curl the fingers along the rotation direction, and if the thumb points to the positive direction of the rotation axis, the rotation angle is positive; otherwise, the rotation angle is negative. According to this


Figure 2.13: Coordinate axes of the bottom grating; $z=0$ is located at the top surface of the grating.
statement, both $\theta$ and $\psi$ are always positive. The sign of $\phi$ is determined as follows: if the $x$ component of $\hat{y}^{\prime}$ is larger than the $x$ component of $\hat{y}_{b}, \phi$ is negative; otherwise, $\phi$ is positive.

Step 3: Formulations in the system $(x, y, z)$

After the proper Euler angles $(\phi, \theta, \psi)$ are determined, the conical diffraction problem of the bottom waveguide grating can be formulated according to [115] with some modifications. The coordinate system $\left(x_{b}, y_{b}, z_{b}\right)$ is indicated by $(x, y, z)$ for simplicity, and $z=0$ is set at the top surface of the grating, as indicated in Fig. 2.13. The electric and magnetic fields of the cover, grating, waveguide and substrate layers are expressed as follows:
$\diamond$ Electric field in the cover:

$$
\begin{equation*}
E_{c}=E_{i n c}+\sum_{i}\left(R_{x i} \hat{x}+R_{y i} \hat{y}+R_{z i} \hat{z}\right) \exp \left(-j k_{x, i} x-j k_{y} y+j k_{c z, i} z\right), \tag{2.45}
\end{equation*}
$$

where

$$
\begin{align*}
E_{\text {inc }}= & {[(\cos \psi \cos \theta \cos \phi-\sin \psi \sin \phi) \hat{x}} \\
& +(\cos \psi \cos \theta \sin \phi+\sin \psi \cos \phi) \hat{y}  \tag{2.46}\\
& -\cos \psi \sin \theta \hat{z}] \\
& \cdot \exp \left[-j k_{0} n_{c}(\sin \theta \cos \phi x+\sin \theta \sin \phi y+\cos \theta z)\right]
\end{align*}
$$

$\diamond$ Magnetic field in the cover:

$$
\begin{align*}
H_{c}=H_{i n c}+ & \left(-j \sqrt{\frac{\epsilon_{0}}{\mu_{0}}}\right) \sum_{i}\left(A_{x i} \hat{x}+A_{y i} \hat{y}+A_{z i} \hat{z}\right)  \tag{2.47}\\
\cdot & \exp \left(-j k_{x, i} x-j k_{y} y+j k_{c z, i} z\right)
\end{align*}
$$

where

$$
\begin{align*}
H_{\text {inc }}=n_{c} \sqrt{\frac{\epsilon_{0}}{\mu_{0}}} & {[(-\cos \psi \sin \phi-\sin \psi \cos \phi \cos \theta) \hat{x}} \\
& +(\cos \psi \cos \phi-\sin \psi \sin \phi \cos \theta) \hat{y}  \tag{2.48}\\
& \left.+H_{\text {inc, } z} \hat{z}\right] \\
\cdot \exp [ & \left.-j k_{0} n_{c}(\sin \theta \cos \phi x+\sin \theta \sin \phi y+\cos \theta z)\right]
\end{align*}
$$

$\diamond$ Electric field in the grating:

$$
\begin{equation*}
E_{g}=\sum_{i}\left[S_{x i}(z) \hat{x}+S_{y i}(z) \hat{y}+S_{z i}(z) \hat{z}\right] \exp \left(-j k_{x, i} x-j k_{y} y\right) \tag{2.49}
\end{equation*}
$$

$\diamond$ Magnetic field in the grating:

$$
\begin{align*}
H_{g}= & -j \sqrt{\frac{\epsilon_{0}}{\mu_{0}}} \sum_{i}\left[U_{x i}(z) \hat{x}+U_{y i}(z) \hat{y}+U_{z i}(z) \hat{z}\right]  \tag{2.50}\\
& \cdot \exp \left(-j k_{x, i} x-j k_{y} y\right)
\end{align*}
$$

$\diamond$ Electric field in the waveguide:

$$
\begin{equation*}
E_{w}=\sum_{i}\left[P_{x i}(z) \hat{x}+P_{y i}(z) \hat{y}+P_{z i}(z) \hat{z}\right] \exp \left(-j k_{x, i} x-j k_{y} y\right) ; \tag{2.51}
\end{equation*}
$$

$\diamond$ Magnetic field in the waveguide:

$$
\begin{align*}
H_{w}= & \left(-j \sqrt{\frac{\epsilon_{0}}{\mu_{0}}}\right) \sum_{i}\left[Q_{x i}(z) \hat{x}+Q_{y i}(z) \hat{y}+Q_{z i}(z) \hat{z}\right]  \tag{2.52}\\
& \cdot \exp \left(-j k_{x, i} x-j k_{y} y\right)
\end{align*}
$$

$\diamond$ Electric field in the substrate:

$$
\begin{align*}
E_{s}= & \sum_{i}\left(T_{x i} \hat{x}+T_{y i} \hat{y}+T_{z i} \hat{z}\right)  \tag{2.53}\\
& \cdot \exp \left[-j k_{x, i} x-j k_{y} y-j k_{s z, i}\left(z-t_{g}-t_{w}\right)\right]
\end{align*}
$$

$\diamond$ Magnetic field in the substrate:

$$
\begin{align*}
H_{s}= & \left(-j \sqrt{\frac{\epsilon_{0}}{\mu_{0}}}\right) \sum_{i}\left(B_{x i} \hat{x}+B_{y i} \hat{y}+B_{z i} \hat{z}\right)  \tag{2.54}\\
& \cdot \exp \left[-j k_{x, i} x-j k_{y} y-j k_{s z, i}\left(z-t_{g}-t_{w}\right)\right]
\end{align*}
$$

where the summation is from $i=-(s-1) / 2$ to $(s-1) / 2$ and $s$ is the total number of diffraction orders (an odd number for calculation convenience), and the propagation constants $k_{x, i}, k_{y}, k_{c z, i}$ and $k_{s z, i}$ are defined as follows:
$\diamond$ Propagation constant in the $x$ direction:

$$
\begin{equation*}
k_{x, i}=k_{0} n_{c} \sin \theta \cos \phi-i K \tag{2.55}
\end{equation*}
$$

$\diamond$ Propagation constant in the $y$ direction:

$$
\begin{equation*}
k_{y}=k_{0} n_{c} \sin \theta \sin \phi \tag{2.56}
\end{equation*}
$$

$\diamond$ Propagation constant in the $z$ direction:

$$
k_{r z, i}=\left\{\begin{array}{ll}
\sqrt{n_{r}{ }^{2} k_{0}^{2}-k_{x, i}^{2}-k_{y}^{2}} & , n_{r}^{2} k_{0}^{2}>k_{x, i}{ }^{2}+k_{y}^{2}  \tag{2.57}\\
-j \sqrt{{k_{x, i}}^{2}+{k_{y}}^{2}-n_{r}^{2} k_{0}^{2}} & , n_{r}{ }^{2} k_{0}^{2}<k_{x, i}{ }^{2}+k_{y}^{2}
\end{array} r=c, s,\right.
$$

where $k_{0}=2 \pi / \lambda_{0}$.
In the grating region, the electric field and magnetic field vectors satisfy the Maxwell's equations

$$
\begin{align*}
\nabla \times \bar{E}_{g} & =-j \omega \mu_{0} \bar{H}_{g}  \tag{2.58}\\
\nabla \times \bar{H}_{g} & =j \omega \epsilon_{0} \epsilon(x) \bar{E}_{g} . \tag{2.59}
\end{align*}
$$

Substituting Eq. (2.49) and (2.50) into Eq. (2.58) and (2.59) and eliminating the $z$ component of the fields ( $E_{g z}$ and $H_{g z}$ ) result in the coupled-wave equations in a matrix form

$$
\left[\begin{array}{l}
\partial \mathbf{S}_{y} / \partial\left(z^{\prime}\right)  \tag{2.60}\\
\partial \mathbf{S}_{x} / \partial\left(z^{\prime}\right) \\
\partial \mathbf{U}_{y} / \partial\left(z^{\prime}\right) \\
\partial \mathbf{U}_{x} / \partial\left(z^{\prime}\right)
\end{array}\right]=\left[\begin{array}{cccc}
\mathbf{0} & \mathbf{0} & \mathbf{K}_{y} \mathbf{E}_{g, n}^{-1} \mathbf{K}_{x} & \mathbf{I}-\mathbf{K}_{y} \mathbf{E}_{g, n}^{-1} \mathbf{K}_{y} \\
\mathbf{0} & \mathbf{0} & \mathbf{K}_{x} \mathbf{E}_{g, n}^{-1} \mathbf{K}_{x}-\mathbf{I} & -\mathbf{K}_{x} \mathbf{E}_{g, n}^{-1} \mathbf{K}_{y} \\
\mathbf{K}_{x} \mathbf{K}_{y} & \mathbf{E}_{g, r}^{-1}-\mathbf{K}_{y}^{2} & \mathbf{0} & \mathbf{0} \\
\mathbf{K}_{x}^{2}-\mathbf{E}_{g, n} & -\mathbf{K}_{x} \mathbf{K}_{y} & \mathbf{0} & \mathbf{0}
\end{array}\right]\left[\begin{array}{l}
\mathbf{S}_{y} \\
\mathbf{S}_{x} \\
\mathbf{U}_{y} \\
\mathbf{U}_{x}
\end{array}\right],
$$

where $\mathbf{K}_{x}$ is a diagonal matrix with the $(i, i)$ th element equal to $k_{x, i} / k_{0}, \mathbf{K}_{y}$ is a diagonal matrix with the $(i, i)$ th element equal to $k_{y} / k_{0}$, $z^{\prime}$ has a normalized value $z / k_{0}$, and the permittivity matrices $\mathbf{E}_{g, n}$ and $\mathbf{E}_{g, r}$ consist of elements $\left(\epsilon_{r d}-\epsilon_{g v}\right) \sin (i \pi f) /(i \pi)$ and $\left(1 / \epsilon_{r d}-1 / \epsilon_{g v}\right) \sin (i \pi f) /(i \pi)$, respectively, based on Eq. (2.3). The reciprocal permittivity matrix $\mathbf{E}_{g, r}$ is introduced to reduce numerical error in the product of discontinuous functions $\epsilon(x) S_{x, i}$ involved in Eq. (2.59) [147]. Equation (2.60), a ( $4 s \times 4 s$ ) matrix, is reduced
to either of the following two $(2 s \times 2 s)$ matrices

$$
\left[\begin{array}{c}
\partial^{2} \mathbf{S}_{y} / \partial\left(z^{\prime}\right)^{2}  \tag{2.61}\\
\partial^{2} \mathbf{S}_{x} / \partial\left(z^{\prime}\right)^{2}
\end{array}\right]=\left[\begin{array}{cc}
\mathbf{K}_{x}^{2}+\left[\mathbf{K}_{y} \mathbf{E}_{g, n}^{-1} \mathbf{K}_{y}-\mathbf{I}\right] \mathbf{E}_{g, n} & \mathbf{K}_{y}\left[\mathbf{E}_{g, n}^{-1} \mathbf{K}_{x} \mathbf{E}_{g, r}^{-1}-\mathbf{K}_{x}\right] \\
\mathbf{K}_{x}\left[\mathbf{E}_{g, n}^{-1} \mathbf{K}_{y} \mathbf{E}_{g, n}-\mathbf{K}_{y}\right] & \mathbf{K}_{y}^{2}+\left[\mathbf{K}_{x} \mathbf{E}_{g, n}^{-1} \mathbf{K}_{x}-\mathbf{I}\right] \mathbf{E}_{g, r}^{-1}
\end{array}\right]\left[\begin{array}{l}
\mathbf{S}_{y} \\
\mathbf{S}_{x}
\end{array}\right]
$$

$$
\left[\begin{array}{l}
\partial^{2} \mathbf{U}_{y} / \partial\left(z^{\prime}\right)^{2}  \tag{2.62}\\
\partial^{2} \mathbf{U}_{x} / \partial\left(z^{\prime}\right)^{2}
\end{array}\right]=\left[\begin{array}{cc}
\mathbf{K}_{y}^{2}+\mathbf{E}_{g, r}^{-1}\left[\mathbf{K}_{x} \mathbf{E}_{g, n}^{-1} \mathbf{K}_{x}-\mathbf{I}\right] & \mathbf{K}_{y}\left[\mathbf{K}_{x}-\mathbf{E}_{g, r}^{-1} \mathbf{K}_{x} \mathbf{E}_{g, n}^{-1}\right] \\
{\left[\mathbf{K}_{y}-\mathbf{E}_{g, n} \mathbf{K}_{y} \mathbf{E}_{g, n}^{-1}\right] \mathbf{K}_{x}} & \mathbf{K}_{x}^{2}+\mathbf{E}_{g, n}\left[\mathbf{K}_{y} \mathbf{E}_{g, n}^{-1} \mathbf{K}_{y}-\mathbf{I}\right]
\end{array}\right]\left[\begin{array}{c}
\mathbf{U}_{y} \\
\mathbf{U}_{x}
\end{array}\right] .
$$

The diagonal matrix $\mathbf{K}_{y}$ can be simplified as $k_{y} \mathbf{I}$ because the value of $k_{y}$ doesn't depend on the diffraction order. Let $\mathbf{A}=\mathbf{K}_{x}^{2}-\mathbf{E}_{g, n}$ and $\mathbf{B}=\mathbf{K}_{x} \mathbf{E}_{g, n}^{-1} \mathbf{K}_{x}-\mathbf{I}$. Equation (2.61) and (2.62) can be further simplified as

$$
\begin{align*}
& {\left[\partial^{2} \mathbf{S}_{x} / \partial\left(z^{\prime}\right)^{2}\right]=\left[k_{y}^{2} \mathbf{I}+\mathbf{B} \mathbf{E}_{g, r}^{-1}\right]\left[\mathbf{S}_{x}\right]=\left[\mathbf{M}_{s}\right]\left[\mathbf{S}_{x}\right],}  \tag{2.63}\\
& {\left[\partial^{2} \mathbf{U}_{y} / \partial\left(z^{\prime}\right)^{2}\right]=\left[k_{y}^{2} \mathbf{I}+\mathbf{A}\right]\left[\mathbf{U}_{x}\right]=\left[\mathbf{M}_{u}\right]\left[\mathbf{U}_{x}\right]} \tag{2.64}
\end{align*}
$$

The simplified coupled-wave equations Eq. (2.63) and (2.64) can be solved by calculating the eigenvalues and the eigenvectors associated with the two $(s \times s)$ matrices $\mathbf{M}_{s}$ and $\mathbf{M}_{u}$. As a result, the space harmonics of the tangential electric and magnetic fields in the grating are given as follows:
$\diamond x$-component of electric field of $i$ th order in the grating:

$$
\begin{align*}
S_{x i}(z)=\sum_{p=1}^{s} w_{2, i, p}^{g}\{ & C_{2, p}^{g+} \exp \left[-k_{0} q_{2, p}^{g}\left(z-z_{1}\right)\right]  \tag{2.65}\\
& \left.+C_{2, p}^{g-} \exp \left[k_{0} q_{2, p}^{g}\left(z-z_{2}\right)\right]\right\}
\end{align*}
$$

$\diamond y$-component of electric field of $i$ th order in the grating:

$$
\begin{array}{r}
S_{y i}(z)=\sum_{p=1}^{s} v_{11, i, p}^{g}\left\{C_{1, p}^{g+} \exp \left[-k_{0} q_{2, p}^{g}\left(z-z_{1}\right)\right]\right. \\
\left.+C_{1, p}^{g-} \exp \left[k_{0} q_{2, p}^{g}\left(z-z_{2}\right)\right]\right\}  \tag{2.66}\\
+\sum_{p=1}^{s} v_{12, i, p}^{g}\left\{C_{2, p}^{g+} \exp \left[-k_{0} q_{2, p}^{g}\left(z-z_{1}\right)\right]\right. \\
\\
\left.+C_{2, p}^{g-} \exp \left[k_{0} q_{2, p}^{g}\left(z-z_{2}\right)\right]\right\}
\end{array}
$$

$\diamond$ x-component of magnetic field of $i$ th order in the grating:

$$
\begin{align*}
U_{x i}(z)=\sum_{p=1}^{s} w_{1, i, p}^{g}\{ & -C_{1, p}^{g+} \exp \left[-k_{0} q_{2, p}^{g}\left(z-z_{1}\right)\right]  \tag{2.67}\\
& \left.+C_{2, p}^{g-} \exp \left[k_{0} q_{1, p}^{g}\left(z-z_{2}\right)\right]\right\}
\end{align*}
$$

$\diamond \mathrm{y}$-component of magnetic field of $i$ th order in the grating:

$$
\begin{array}{r}
U_{y i}(z)=\sum_{p=1}^{s} v_{21, i, p}^{g}\left\{-C_{1, p}^{g+} \exp \left[-k_{0} q_{2, p}^{g}\left(z-z_{1}\right)\right]\right. \\
 \tag{2.68}\\
\left.+C_{1, p}^{g-} \exp \left[k_{0} q_{2, p}^{g}\left(z-z_{2}\right)\right]\right\} \\
+\sum_{p=1}^{s} v_{22, i, p}^{g}\left\{-C_{2, p}^{g+} \exp \left[-k_{0} q_{2, p}^{g}\left(z-z_{1}\right)\right]\right. \\
\\
\left.+C_{2, p}^{g-} \exp \left[k_{0} q_{2, p}^{g}\left(z-z_{2}\right)\right]\right\}
\end{array}
$$

where the superscript $g$ indicates the grating layer, $z_{1}=0, z_{2}=t_{g}, w_{1, i, p}$ and $q_{1, p}$ are the eigenvectors and the positive square root of the eigenvalues of the matrix $\mathbf{M}_{u}$ in Eq.
(2.64), respectively, $w_{2, i, p}$ and $q_{2, p}$ are the eigenvectors and the positive square root of the eigenvalues of the matrix $\mathbf{M}_{s}$ in Eq. (2.63), respectively. The vectors $w_{1, i, p}$ and $w_{2, i, p}$ are arranged as the columns of the matrix $\mathbf{W}_{1}$ and $\mathbf{W}_{2}$, respectively, and the matrices $\mathbf{Q}_{1}$ and $\mathbf{Q}_{2}$ are diagonal matrices with the diagonal elements $q_{1, p}$ and $q_{2, p}$, respectively. The quantities $v_{11, i, p}, v_{12, i, p}, v_{21, i, p}$, and $v_{22, i, p}$ are the elements of the matrices $\mathbf{V}_{11}, \mathbf{V}_{12}, \mathbf{V}_{21}$, and $\mathbf{V}_{22}$ defined by

$$
\begin{align*}
\mathbf{V}_{11} & =\mathbf{A}^{-1} \mathbf{W}_{1} \mathbf{Q}_{1},  \tag{2.69}\\
\mathbf{V}_{12} & =\left(k_{y} / k_{0}\right) \mathbf{A}^{-1} \mathbf{K}_{x} \mathbf{W}_{2},  \tag{2.70}\\
\mathbf{V}_{21} & =\left(k_{y} / k_{0}\right) \mathbf{B}^{-1} \mathbf{K}_{x} \mathbf{E}^{-1} \mathbf{W}_{1},  \tag{2.71}\\
\mathbf{V}_{22} & =\mathbf{B}^{-1} \mathbf{W}_{2} \mathbf{Q}_{2} . \tag{2.72}
\end{align*}
$$

The space harmonics of the tangential electric and magnetic fields in the waveguide, namely $P_{x i}, P_{y i}, Q_{x i}$, and $Q_{y i}$, are of the same forms as Eq. (2.65) to (2.68) except changing the superscript $g$ to $w$ and setting $z_{1}=t_{g}$ and $z_{2}=t_{g}+t_{w}$. The parameters $w, v$, and $q$ for the waveguide layer have the same forms as in the grating but can be simplified due to the constant permittivity of the waveguide. In fact, $w_{1, i, p}^{w}=w_{2, i, p}^{w}=w_{i, p}^{w}$ and $q_{1, p}^{w}=q_{2, p}^{w}=q_{p}^{w}$. Furthermore, given a particular diffraction order $i$, there exists one and only one $p=\gamma$ such that $w_{i, \gamma}^{w}=1$ and $w_{i, p}^{w}=0$ for $p \neq \gamma$. As a result, the space harmonics of the tangential electric and magnetic fields in the waveguide can be simplified as follows: $\diamond$ x-component of electric field of $i$ th order in the waveguide:

$$
\begin{align*}
P_{x i}(z)= & C_{2, \gamma}^{w+} \exp \left[-k_{0} q_{\gamma}^{w}\left(z-t_{g}\right)\right]  \tag{2.73}\\
& +C_{2, \gamma}^{w-} \exp \left[k_{0} q_{\gamma}^{w}\left(z-t_{g}-t_{w}\right)\right] ;
\end{align*}
$$

$\diamond \mathrm{y}$-component of electric field of $i$ th order in the waveguide:

$$
\begin{align*}
P_{y i}(z)= & \left(v_{11, i, \gamma}^{w} C_{1, \gamma}^{w+}+v_{12, i, \gamma}^{w} C_{2, \gamma}^{w+}\right) \exp \left[-k_{0} q_{\gamma}^{w}\left(z-t_{g}\right)\right] \\
& +\left(v_{11, i, \gamma}^{w} C_{1, \gamma}^{w-}+v_{12, i, \gamma}^{w} C_{2, \gamma}^{w-}\right) \exp \left[k_{0} q_{\gamma}^{w}\left(z-t_{g}-t_{w}\right)\right]  \tag{2.74}\\
= & I_{i}^{w+} \exp \left[-k_{0} q_{\gamma}^{w}\left(z-t_{g}\right)\right]+I_{i}^{w-} \exp \left[k_{0} q_{\gamma}^{w}\left(z-t_{g}-t_{w}\right)\right] ;
\end{align*}
$$

$\diamond \mathrm{x}$-component of magnetic field of $i$ th order in the waveguide:

$$
\begin{align*}
Q_{x i}(z)= & -C_{1, \gamma}^{w+} \exp \left[-k_{0} q_{\gamma}^{w}\left(z-t_{g}\right)\right]  \tag{2.75}\\
& +C_{1, \gamma}^{w-} \exp \left[k_{0} q_{\gamma}^{w}\left(z-t_{g}-t_{w}\right)\right] ;
\end{align*}
$$

$\diamond y$-component of magnetic field of $i$ th order in the waveguide:

$$
\begin{align*}
Q_{y i}(z)= & \left(-v_{21, i, \gamma}^{w} C_{1, \gamma}^{w+}-v_{22, i, \gamma}^{w} C_{2, \gamma}^{w+}\right) \exp \left[-k_{0} q_{\gamma}^{w}\left(z-t_{g}\right)\right] \\
& +\left(v_{21, i, \gamma}^{w} C_{1, \gamma}^{w-}+v_{22, i, \gamma}^{w} C_{2, \gamma}^{w-}\right) \exp \left[k_{0} q_{\gamma}^{w}\left(z-t_{g}-t_{w}\right)\right]  \tag{2.76}\\
= & J_{i}^{w+} \exp \left[-k_{0} q_{\gamma}^{w}\left(z-t_{g}\right)\right]+J_{i}^{w-} \exp \left[k_{0} q_{\gamma}^{w}\left(z-t_{g}-t_{w}\right)\right] .
\end{align*}
$$

Actually, $k_{0} q_{\gamma}^{w}=j k_{w z, i}$, where $k_{w z, i}$ is defined in the same way as in Eq. (2.57).

Step 4: Formulations in the system ( $x^{\prime}, y^{\prime}, z^{\prime}$ )

Now the coordinate system is switched from $(x, y, z)$ to $\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$, as indicated in Fig. 2.12. This step simplifies the $E$ field and $H$ field expressions of the incident wave, as can be seen by comparing Eq. (2.46) and Eq. (2.48) with Eq. (2.78) and Eq. (2.80), respectively. The main goal of switching the coordinate system is to follow the formulation in [115]. The final results will not be affected if the calculations are done in $(x, y, z)$. For a particular diffraction order $i$, the rotation angle $\varphi_{i}$ about the $z_{b}$ axis is determined by $\varphi_{i}=\arctan \left(k_{y} / k_{x i}\right)$, and this rotation angle can be visualized in Fig. 2.14. For the $i=0$ order, $\varphi_{0}=\phi$. The new coordinate system is related to the original system by $X^{\prime}=$


Figure 2.14: 3D wave vector diagram of conical diffraction. The top half sphere represents the $k_{0} n_{c}$ surface, and the bottom half sphere represents the $k_{0} n_{s}$ surface.
$\cos \varphi_{i} X+\sin \varphi_{i} Y$ and $Y^{\prime}=-\sin \varphi_{i} X+\cos \varphi_{i} Y$, where $X$ and $Y$ represent variables in the original coordinate system, and $X^{\prime}$ and $Y^{\prime}$ represent variables in the new coordinate system. The formulations follow [115] except for those representing the tangential fields in the cover and substrate. Only the modifications are presented here. In the new coordinate system:
$\diamond$ Electric field in the cover:

$$
\begin{align*}
E_{c}^{\prime}=E_{\text {inc }}^{\prime}+\sum_{i} & \left(R_{x i}^{\prime} \hat{x}^{\prime}+R_{y i}^{\prime} \hat{y}^{\prime}+R_{z i} \hat{z}\right)  \tag{2.77}\\
& \cdot \exp \left(-j k_{x, i}^{\prime} x^{\prime}-j k_{y}^{\prime} y^{\prime}+j k_{c z, i} z\right),
\end{align*}
$$

where

$$
\begin{align*}
E_{i n c}^{\prime}= & \left(\cos \psi \cos \theta \hat{x}^{\prime}+\sin \psi \hat{y}^{\prime}-\cos \psi \sin \theta \hat{z}\right)  \tag{2.78}\\
& \cdot \exp \left[-j k_{0} n_{c}\left(\sin \theta x^{\prime}+\cos \theta z\right)\right] ;
\end{align*}
$$

$\diamond$ Magnetic field in the cover:

$$
\begin{align*}
H_{c}^{\prime}=H_{i n c}^{\prime}+ & \left(-j \sqrt{\frac{\epsilon_{0}}{\mu_{0}}}\right) \sum_{i}\left(A_{x i}^{\prime} \hat{x}^{\prime}+A_{y i}^{\prime} \hat{y}^{\prime}+A_{z i} \hat{z}\right)  \tag{2.79}\\
\cdot & \exp \left(-j k_{x, i}^{\prime} x^{\prime}-j k_{y}^{\prime} y^{\prime}+j k_{c z, i} z\right),
\end{align*}
$$

where

$$
\begin{align*}
H_{i n c}^{\prime}=n_{c} & \sqrt{\frac{\epsilon_{0}}{\mu_{0}}}\left[-\sin \psi \cos \theta \hat{x}^{\prime}+\cos \psi \hat{y}^{\prime}+\sin \psi \sin \theta \hat{z}\right]  \tag{2.80}\\
& \cdot \exp \left[-j k_{0} n_{c}\left(\sin \theta x^{\prime}+\cos \theta z\right)\right] ;
\end{align*}
$$

$\diamond$ Electric field in the substrate:

$$
\begin{align*}
E_{s}^{\prime}=\sum_{i} & \left(T_{x i}^{\prime} \hat{x}^{\prime}+T_{y i}^{\prime} \hat{y}^{\prime}+T_{z i} \hat{z}\right)  \tag{2.81}\\
& \cdot \exp \left[-j k_{x, i}^{\prime} x^{\prime}-j k_{y}^{\prime} y^{\prime}-j k_{s z, i}\left(z-t_{g}-t_{w}\right)\right]
\end{align*}
$$

$\diamond$ Magnetic field in the substrate:

$$
\begin{align*}
H_{s}= & \left(-j \sqrt{\frac{\epsilon_{0}}{\mu_{0}}}\right) \sum_{i}\left(B_{x i}^{\prime} \hat{x}^{\prime}+B_{y i}^{\prime} \hat{y}^{\prime}+B_{z i} \hat{z}\right)  \tag{2.82}\\
& \cdot \exp \left[-j k_{x, i}^{\prime} x^{\prime}-j k_{y}^{\prime} y-j k_{s z, i}\left(z-t_{g}-t_{w}\right)\right]
\end{align*}
$$

From Maxwell's equations and the characteristics of plane waves $\bar{E} \cdot \bar{k}=0$, the magnetic field components $A_{x i}^{\prime}, A_{y i}^{\prime}, B_{x i}^{\prime}$, and $B_{y i}^{\prime}$ can each be expressed as a function of the electric field components:

$$
\begin{align*}
& A_{x i}^{\prime}=\frac{j}{k_{0} k_{c, z i}}\left[k_{x i}^{\prime} k_{y}^{\prime} R_{x i}^{\prime}+\left(k_{0}^{2} n_{c}^{2}-{k_{x i}^{\prime}}^{2}\right) R_{y i}^{\prime}\right],  \tag{2.83}\\
& A_{y i}^{\prime}=\frac{-j}{k_{0} k_{c, z i}}\left[\left(k_{0}^{2} n_{c}^{2}-k_{y}^{\prime 2}\right) R_{x i}^{\prime}+k_{x i}^{\prime} k_{y}^{\prime} R_{y i}^{\prime}\right],  \tag{2.84}\\
& B_{x i}^{\prime}=\frac{-j}{k_{0} k_{s, z i}}\left[k_{x i}^{\prime} k_{y}^{\prime} T_{x i}^{\prime}+\left(k_{0}^{2} n_{s}^{2}-k_{x i}^{\prime}{ }^{2}\right) T_{y i}^{\prime}\right],  \tag{2.85}\\
& B_{y i}^{\prime}=\frac{j}{k_{0} k_{s, z i}}\left[\left(k_{0}^{2} n_{s}^{2}-{k_{y}^{\prime}}^{2}\right) T_{x i}^{\prime}+k_{x i}^{\prime} k_{y}^{\prime} T_{y i}^{\prime}\right] \tag{2.86}
\end{align*}
$$

Then, all the tangential fields in the new coordinate system are matched at boundaries $z=0$ (cover-grating interface), $z=t_{g}$ (grating-waveguide interface) and $z=t_{g}+t_{w}$ (waveguidesubstrate interface), resulting in the following matrices:
$\diamond$ at $z=0$ :

$$
\begin{array}{r}
{\left[\begin{array}{c}
\sin \psi \delta_{i 0} \\
j n_{c} \sin \psi \cos \theta \delta_{i 0} \\
\cos \psi \cos \theta \delta_{i 0} \\
-j n_{c} \cos \psi \delta_{i 0}
\end{array}\right]+\left[\begin{array}{cc}
\mathbf{0} & \mathbf{I} \\
-j \mathbf{R A} & -j \mathbf{R B} \\
\mathbf{I} & \mathbf{0} \\
j \mathbf{R C} & j \mathbf{R A}
\end{array}\right]\left[\begin{array}{l}
\mathbf{R}_{x}^{\prime} \\
\mathbf{R}_{y}^{\prime}
\end{array}\right]=}  \tag{2.87}\\
{\left[\begin{array}{cccc}
\mathbf{V}_{s s}^{g} & \mathbf{V}_{s p}^{g} & \mathbf{V}_{s s}^{g} \mathbf{X}_{1}^{g} & \mathbf{V}_{s p}^{g} \mathbf{X}_{2}^{g} \\
\mathbf{W}_{s s}^{g} & \mathbf{W}_{s p}^{g} & -\mathbf{W}_{s s}^{g} \mathbf{X}_{1}^{g} & -\mathbf{W}_{s p}^{g} \mathbf{X}_{2}^{g} \\
\mathbf{V}_{p s}^{g} & \mathbf{V}_{p p}^{g} & \mathbf{V}_{p s}^{g} \mathbf{X}_{1}^{g} & \mathbf{V}_{p p}^{g} \mathbf{X}_{2}^{g} \\
\mathbf{W}_{p s}^{g} & \mathbf{W}_{p p}^{g} & -\mathbf{W}_{p s}^{g} \mathbf{X}_{1}^{g} & -\mathbf{W}_{p p}^{g} \mathbf{X}_{2}^{g}
\end{array}\right]\left[\begin{array}{l}
\mathbf{C}_{1}^{g+} \\
\mathbf{C}_{2}^{g+} \\
\mathbf{C}_{1}^{g-} \\
\mathbf{C}_{2}^{g-}
\end{array}\right]}
\end{array}
$$

$\diamond$ at $z=t_{g}$ :

$$
\begin{align*}
& {\left[\begin{array}{cccc}
\mathbf{V}_{s s}^{g} \mathbf{X}_{1}^{g} & \mathbf{V}_{s p}^{g} \mathbf{X}_{2}^{g} & \mathbf{V}_{s s}^{g} & \mathbf{V}_{s p}^{g} \\
\mathbf{W}_{s s}^{g} \mathbf{X}_{1}^{g} & \mathbf{W}_{s p}^{g} \mathbf{X}_{2}^{g} & -\mathbf{W}_{s s}^{g} & -\mathbf{W}_{s p}^{g} \\
\mathbf{V}_{p s}^{g} \mathbf{X}_{1}^{g} & \mathbf{V}_{p p}^{g} \mathbf{X}_{2}^{g} & \mathbf{V}_{p s}^{g} & \mathbf{V}_{p p}^{g} \\
\mathbf{W}_{p s}^{g} \mathbf{X}_{1}^{g} & \mathbf{W}_{p p}^{g} \mathbf{X}_{2}^{g} & -\mathbf{W}_{p s}^{g} & -\mathbf{W}_{p p}^{g}
\end{array}\right]\left[\begin{array}{l}
\mathbf{C}_{1}^{g+} \\
\mathbf{C}_{2}^{g+} \\
\mathbf{C}_{1}^{g-} \\
\mathbf{C}_{2}^{g-}
\end{array}\right]=} \\
& {\left[\begin{array}{cccc}
\mathbf{V}_{s s}^{w} & \mathbf{V}_{s p}^{w} & \mathbf{V}_{s s}^{w} \mathbf{X}_{1}^{w} & \mathbf{V}_{s p}^{w} \mathbf{X}_{2}^{w} \\
\mathbf{W}_{s s}^{w} & \mathbf{W}_{s p}^{w} & -\mathbf{W}_{s s}^{w} \mathbf{S}_{1}^{w} & -\mathbf{W}_{s p}^{w} \mathbf{X}_{2}^{w} \\
\mathbf{V}_{p s}^{w} & \mathbf{V}_{p p}^{w} & \mathbf{V}_{p s}^{w} \mathbf{X}_{1}^{w} & \mathbf{V}_{p p}^{w} \mathbf{X}_{2}^{w} \\
\mathbf{W}_{p s}^{w} & \mathbf{W}_{p p}^{w} & -\mathbf{W}_{p s}^{w} \mathbf{X}_{1}^{w} & -\mathbf{W}_{p p}^{w} \mathbf{W}_{2}^{w}
\end{array}\right]\left[\begin{array}{l}
\mathbf{C}_{1}^{w+} \\
\mathbf{C}_{2}^{w+} \\
\mathbf{C}_{1}^{w-} \\
\mathbf{C}_{2}^{w-}
\end{array}\right] ;} \tag{2.88}
\end{align*}
$$

$\diamond$ at $z=t_{g}+t_{w}:$

$$
\begin{align*}
& {\left[\begin{array}{cccc}
\mathbf{V}_{s s}^{w} \mathbf{X}_{1}^{w} & \mathbf{V}_{s p}^{w} \mathbf{X}_{2}^{w} & \mathbf{V}_{s s}^{w} & \mathbf{V}_{s p}^{w} \\
\mathbf{W}_{s s}^{w} \mathbf{X}_{1}^{w} & \mathbf{W}_{s p}^{w} \mathbf{X}_{2}^{w} & -\mathbf{W}_{s s}^{w} & -\mathbf{W}_{s p}^{w} \\
\mathbf{V}_{p s}^{w} \mathbf{X}_{1}^{w} & \mathbf{V}_{p p}^{w} \mathbf{X}_{2}^{w} & \mathbf{V}_{p s}^{w} & \mathbf{V}_{p p}^{w} \\
\mathbf{W}_{p s}^{w} \mathbf{X}_{1}^{w} & \mathbf{W}_{p p}^{w} \mathbf{X}_{2}^{w} & -\mathbf{W}_{p s}^{w} & -\mathbf{W}_{p p}^{w}
\end{array}\right]\left[\begin{array}{l}
\mathbf{C}_{1}^{w+} \\
\mathbf{C}_{2}^{w+} \\
\mathbf{C}_{1}^{w-} \\
\mathbf{C}_{2}^{w-}
\end{array}\right]=}  \tag{2.89}\\
& {\left[\begin{array}{cc}
\mathbf{0} & \mathbf{I} \\
j \mathbf{T A} & j \mathbf{T B} \\
\mathbf{I} & \mathbf{0} \\
-j \mathbf{T C} & -j \mathbf{T A}
\end{array}\right]\left[\begin{array}{c}
\mathbf{T}_{x}^{\prime} \\
\mathbf{T}_{y}^{\prime}
\end{array}\right]}
\end{align*}
$$

where

$$
\begin{array}{rlrl}
\mathbf{V}_{s s}^{r} & =\mathbf{F}_{c} \mathbf{V}_{11}^{r}, & \mathbf{V}_{s p}^{r} & =-\mathbf{F}_{s} \mathbf{W}_{2}^{r}+\mathbf{F}_{c} \mathbf{V}_{1}^{r} \\
\mathbf{W}_{s s}^{r} & =\mathbf{F}_{c} \mathbf{W}_{1}^{r}+\mathbf{F}_{s} \mathbf{V}_{21}^{r}, & \mathbf{W}_{s p}^{r} & =\mathbf{F}_{s} \mathbf{V}_{22}^{r}, \\
\mathbf{V}_{p s}^{r} & =\mathbf{F}_{s} \mathbf{V}_{11}^{r}, & \mathbf{V}_{p p}^{r}=\mathbf{F}_{c} \mathbf{W}_{2}^{r}+\mathbf{F}_{s} \mathbf{V}_{12}^{r}, \\
\mathbf{W}_{p s}^{r} & =-\mathbf{F}_{s} \mathbf{W}_{1}^{r}+\mathbf{F}_{c} \mathbf{V}_{21}^{r}, & \mathbf{W}_{p p}^{r}=\mathbf{F}_{c} \mathbf{V}_{22}^{r},
\end{array}
$$

where $r=g$ or $w, \mathbf{F}_{c}, \mathbf{F}_{s}, \mathbf{R A}, \mathbf{R B}, \mathbf{R C}, \mathbf{T A}, \mathbf{T B}$, and $\mathbf{T C}$ are diagonal matrices with diagonal elements $\cos \varphi_{i}, \sin \varphi_{i}, k_{x i}^{\prime} k_{y}^{\prime} /\left(k_{0} k_{c, z i}\right),\left[k_{0}^{2} n_{c}^{2}-\left(k_{x i}^{\prime}\right)^{2}\right] /\left(k_{0} k_{c, z i}\right),\left[k_{0}^{2} n_{c}^{2}-\left(k_{y}^{\prime}\right)^{2}\right] /\left(k_{0} k_{c, z i}\right)$, $k_{x i}^{\prime} k_{y}^{\prime} /\left(k_{0} k_{s, z i}\right),\left[k_{0}^{2} n_{s}^{2}-\left(k_{x i}^{\prime}\right)^{2}\right] /\left(k_{0} k_{s, z i}\right),\left[k_{0}^{2} n_{s}^{2}-\left(k_{y}^{\prime}\right)^{2}\right] /\left(k_{0} k_{s, z i}\right)$, respectively, and the matrices $\mathbf{V}_{11}^{r}, \mathbf{V}_{12}^{r}, \mathbf{V}_{21}^{r}$, and $\mathbf{V}_{22}^{r}$ are defined by Eq. (2.69) to (2.72). Note the field amplitudes in the grating region correspond to the $\left(x_{t}, y_{t}, z_{t}\right)$ coordinate system.

After solving the above matrix equations using the transfer matrix approach [116] or singular value decomposition [41], the field amplitudes $R, T$ and $C$ can be determined. The diffraction efficiencies in the cover $\left(D E_{c}\right)$ and the substrate ( $D E_{s}$ ) can be subsequently cal-
culated:

$$
\begin{align*}
D E_{c, i} & =\frac{\operatorname{Re}\left[R_{x i}^{\prime}\left(-j A_{y i}^{\prime}\right)^{*}-R_{y i}^{\prime}\left(-j A_{x i}^{\prime}\right)^{*}\right]}{n_{c} \cos \theta}  \tag{2.91}\\
D E_{s, i} & =\frac{\operatorname{Re}\left[T_{x i}^{\prime}\left(-j B_{y i}^{\prime}\right)^{*}-T_{y i}^{\prime}\left(-j B_{x i}^{\prime}\right)^{*}\right]}{n_{c} \cos \theta} \tag{2.92}
\end{align*}
$$

The above formulations produce the same results as those presented in [115]. The sum of the diffraction efficiencies is unity as a result of energy conservation in the $z$ direction. Compared with those presented in [115], the present formulations have the advantages that the $x$ and $y$ component of electric and magnetic fields are clearly presented and calculated, and they can be easily referenced in the following analysis.

## Step 5: Determination of Coupling Efficiency into the Waveguide

As explained in Section 2.1 and demonstrated in Section 2.2, RCWA-EIS method is capable of calculating grating in-coupling efficiencies into the waveguide for various grating profiles under the planar diffraction. RCWA-EIS method can also be extended to analyze the coupling efficiency under conical mounting, provided the propagating $i=0$ and $i=+1$ orders are dominant.

Under perfect interlayer grating alignment, a TE-polarized guided wave (with field components $E_{y}, H_{z}, H_{x}$ ) with propagation constant $\beta$ is diffracted out of the top grating in the direction of $i=+1$ order and incident onto the bottom grating. As a result, the propagation constant of the coupled wave in the bottom waveguide should also be $\beta$. When the bottom grating is rotated relative to the top grating, the out-diffracted light from the top grating is conically incident on the bottom grating. For demonstration purposes, only coupling into the TE mode of the bottom grating is considered.

The first step in determining the coupling efficiency into the bottom waveguide is to find the equivalent index slabs with indices $\tilde{n}_{l}$ that reproduce the fields outside of the grat-
ing layer. All fields in the structures as well as the propagation constants can be readily obtained from the in-coupling process discussed in the previous sections. Four equivalent index layers with uniform refractive indices are used to replace the grating layer, and the $i$ th order electric field of the $l$ th slab in the $y$ direction is represented as in Eq. (2.27), where $t_{l}=t_{g} / 4$. With small rotation angles, higher diffraction orders may propagate but they are not dominant. Therefore, only two diffraction orders ( $i=0$ and $i=+1$ ) will be considered in determining the equivalent indices. By imposing boundary conditions on the tangential electric ( $E_{y}$ ) and magnetic $\left(H_{x}\right)$ fields in the coordinate system $\left(x_{b}, y_{b}, z_{b}\right)$, the following transfer matrix formulation can be obtained for the $i=0$ and +1 orders:

$$
\begin{align*}
{\left[\begin{array}{c}
a \delta_{i 0}+R_{y i} \\
b \delta_{i 0}-j k_{0} A_{x i}
\end{array}\right]=} & \prod_{l=1}^{4}\left[\begin{array}{cc}
1 & X_{l, i} \\
-\tilde{k}_{l z, i} & \tilde{k}_{l z, i} X_{l, i}
\end{array}\right]\left[\begin{array}{cc}
X_{l, i} & 1 \\
-\tilde{k}_{l z, i} X_{l, i} & \tilde{k}_{l z, i}
\end{array}\right]^{-1}  \tag{2.93}\\
& {\left[\begin{array}{c}
I_{i}^{w+}+I_{i}^{w-} X_{w, i} \\
-j k_{0}\left(-C_{i, \gamma}^{w+}+C_{i, \gamma}^{w-} X_{w, i}\right)
\end{array}\right] }
\end{align*}
$$

where $X_{l, i}=\exp \left(-j \tilde{k}_{l z, i} t_{l}\right), X_{w, i}=\exp \left(-j k_{w z, i} t_{w}\right), a=\cos \psi \cos \theta \sin \phi+\sin \psi \cos \phi$, $b=-k_{0} n_{c}(\cos \psi \sin \phi+\sin \psi \cos \phi \cos \theta), R_{y i}=\sin \varphi_{i} R_{x i}^{\prime}+\cos \varphi_{i} R_{y i}^{\prime}, A_{x i}=\cos \varphi_{i} A_{x i}^{\prime}-$ $\sin \varphi_{i} A_{y i}^{\prime}$, and $\tilde{k}_{l z, i}$ is defined by Eq. (2.29) in which $k_{x, i}$ is defined by Eq. (2.55).

Equation (2.93) generates 2 equations for each of the $i=0$ and $i=+1$ orders, and thus there will be a total of 4 equations. The problem then becomes finding 4 equivalent refractive indices $\tilde{n}_{l}$ such that the 4 equations are satisfied simultaneously. This is achieved with the Matlab function fsolve with the Trust-Region-Dogleg algorithm [43].

After the equivalent indices are determined, the radiation factor $\alpha$ is the single unknown
which is incorporated in the following transfer matrix formulation

$$
\begin{align*}
{\left[\begin{array}{c}
1 \\
\tilde{k}_{c z, i}
\end{array}\right] R_{i}=} & \prod_{l=1}^{4}\left[\begin{array}{cc}
1 & X_{l, i} \\
-\tilde{k}_{l z, i} & \tilde{k}_{l z, i} X_{l, i}
\end{array}\right]\left[\begin{array}{cc}
X_{l, i} & 1 \\
-\tilde{k}_{l z, i} X_{l, i} & \tilde{k}_{l z, i}
\end{array}\right]^{-1} \\
& {\left[\begin{array}{cc}
1 & X_{w, i} \\
-\tilde{k}_{w z, i} & \tilde{k}_{w z, i} X_{w, i}
\end{array}\right]\left[\begin{array}{cc}
X_{w, i} & 1 \\
-\tilde{k}_{w z, i} X_{w, i} & \tilde{k}_{w z, i}
\end{array}\right]^{-1} }  \tag{2.94}\\
& {\left[\begin{array}{c}
1 \\
-\tilde{k}_{s z, i}
\end{array}\right] T_{i}=\left[\begin{array}{c}
Q_{i, 1} \\
Q_{i, 2}
\end{array}\right] T_{i} }
\end{align*}
$$

valid for both $i=0$ and $i=+1$ orders, where $\tilde{k}_{c z, i}, \tilde{k}_{w z, i}, \tilde{k}_{s z, i}$ are calculated based on Eq. (2.26), in which $\tilde{k}_{x, 0}=\beta-j \alpha$ and $\tilde{k}_{x, 1}=K-\beta-j \alpha$, where $K$ is the grating vector ( $K=2 \pi / \Lambda, \Lambda$ is the grating period). The sign of the real part of $\tilde{k}_{x, 1}$ is not of consequence since $\tilde{k}_{x, 1}$ is squared when calculating propagation constants in $z$ direction. Equation (2.94) results in 2 equations $\tilde{k}_{c z, i} Q_{i, 1}=Q_{i, 2}(i=0$ or 1 ) with one unknown $\alpha$, which can be solved by Matlab function $f$ solve with the Levenberg-Marquardt algorithm.

After $\alpha$ is determined, the diffraction efficiency can be calculated using the method stated in Section 2.1, except changing the expression for $k_{x, i}$ from Eq. (2.7) to Eq. (2.55) when calculating the matrices involved in Eq. (2.24).

### 2.3.2 Results and Discussion

For demonstration purposes, two optimized binary grating designs obtained by RCWA-EIS method are used to investigate the rotation effects on interlayer grating coupling efficiency. The given parameters are as follows: free-space wavelength $\lambda_{0}=1.55 \mu \mathrm{~m}$, cover refractive index $n_{c}=1$, substrate refractive index $n_{s}=1.45$, grating groove refractive index $n_{g r}=$ 1 , grating ridge refractive index $n_{r d}=2.46$, waveguide refractive index $n_{w}=3.45$, grating fill factor $f=0.5$, number of grating periods $N=30$ or 50 (depending on the rotation configuration), waveguide thickness $t_{w}=0.22 \mu \mathrm{~m}$, and waveguide separation in $z$ direction

Table 2.2: Optimized parameters and calculated single grating diffraction efficiencies for binary grating case 1 and 2 .

| Case <br> Number | $\theta_{i}$ <br> $\left[\mathrm{rad} /{ }^{\circ}\right]$ | $\Lambda$ <br> $[\mu \mathrm{m}]$ | $t_{g}$ <br> $[\mu \mathrm{~m}]$ | $P C$ | $\alpha$ <br> $\left[\mu \mathrm{m}^{-1}\right]$ | $D E$ <br> $@ \mathrm{~N}=50$ | $D E$ <br> $@ \mathrm{~N}=30$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $0.2665 \mathrm{rad}\left(15.27^{\circ}\right)$ | 0.6316 | 0.3951 | 0.7734 | 0.0138 | 0.4499 | 0.3150 |
| 2 | $0.2021 \mathrm{rad}\left(11.58^{\circ}\right)$ | 0.6477 | 0.3249 | 0.7163 | 0.0167 | 0.4735 | 0.3420 |

$d=2 \mu \mathrm{~m}$. The fundamental mode propagation constant of the $0.22 \mu \mathrm{~m}$ thick waveguide is calculated to be $\beta_{0}=11.3710 \mu \mathrm{~m}^{-1}$. The total number of space harmonics is set to be $s=$ 7. Under the perfectly aligned conditions, the coupling angle $\theta$, grating period $\Lambda$, grating thickness $t_{g}$, preferential coupling ratio $(P C)$, radiation factor $(\alpha)$, single grating diffraction efficiency $(D E)$ at $N=30$ and $N=50$ of two optimized cases are summarized in Table 2.2. Randomly selecting grating parameters may cause irregular and unstable results, which cannot correctly represent changes and trends in diffraction efficiencies. Each case will be investigated in the situation for which the bottom substrate is rotated about the $x_{t}, z_{t}$, and the vector [22 21 1] defined in the top coordinates, respectively. The coupling efficiency into the TE mode (with field components $E_{y}, H_{x}, H_{z}$ ) is calculated.

The interlayer grating coupling efficiency $\eta$ can be approximated by $\eta=D E_{t} \cdot D E_{b}$, where $D E_{t}$ and $D E_{b}$ are the single grating diffraction efficiencies of the top and the bottom grating, respectively. Since the misalignment is treated as the relative rotation of the bottom grating with respect to the top grating, the top grating diffraction efficiency is the same as that in the perfectly aligned situation; that is, $D E_{t}=\sqrt{\eta_{0}}$, where $\eta_{0}$ is the interlayer grating coupling efficiency under perfect alignment. Thus, the bottom grating diffraction efficiency can be approximated as $D E_{b}=\eta / \sqrt{\eta_{0}}$. This approximation is used to obtain bottom grating diffraction efficiency from the interlayer grating coupling efficiency calculated by 3D FDTD. RCWA-EIS method considers coupling the out-diffracted light from the top grating into the TE mode of the bottom waveguide. 3D FDTD calculates the total guided flux (both TE and TM contributions) in the bottom grating, but the TM contributions are smaller than TE ones, as discussed in the following section.


Figure 2.15: Plots of PC-EIS, DE-EIS, DE-FDTD, and $\alpha$ for case 1 and 2, respectively, when the bottom system is rotated about the $x_{t}$ axis. The number of grating period $N$ is set as 50 .

## Rotation about the $x_{t}$ axis

Figures 2.15(a) and (b) show the preferential coupling ratios (PC-EIS) or the branching ratio calculated by RCWA-EIS method, the bottom grating diffraction efficiencies calculated by RCWA-EIS method (DE-EIS) and 3D FDTD simulation (DE-FDTD) for the two cases when the bottom grating is rotated about the $x_{t}$ axis. Figures 2.15(c) and (d) show the radiation factor $\alpha$ for the two cases. It can be observed that PC exhibits negligible changes as the rotation angle about the $x_{t}$ changes from $-5.73^{\circ}(-0.1 \mathrm{rad})$ to $5.73^{\circ}(0.1 \mathrm{rad})$. This indicates that for an infinitely long and infinitely wide grating, the in-coupled light of TE polarization is unaffected when the rotation angle is small $\left( \pm 5.73^{\circ}\right)$. This is due to the fact that the Bragg condition is not significantly disturbed when the grating is rotated


Figure 2.16: Guided power along $x_{b}$ direction in the bottom waveguide, including TE power, TM power and total power, calculated by RCWA. Power is integrated from $z=t_{g}$ to $z=t_{g}+t_{w}$ for a unit length in $y_{b}$ direction.
about the $x_{t}$ ( $x_{b}$ equivalently) axis, which is perpendicular to the grating grooves. It can also be observed that the shape of the DE-EIS curves is largely determined by the shape of the $\alpha$ curves, which means that the radiation factor is critical in determining the bottom grating diffraction efficiency when the grating length $\ell=N \Lambda$ is limited in this rotation configuration. The radiation factors smoothly increase as the rotation angle increases from the perfectly aligned situation ( $\alpha=0.0138$ for case 1 and $\alpha=0.0167$ for case 2 at rotation angle $\left.=0^{\circ}\right)$, giving rise to valley-shaped DE-EIS curves. At rotation angles $\pm 5.73^{\circ}( \pm 0.1$ rad), the DE-EIS curve increases about $10 \%$ for case 1 and $5 \%$ for case 2 . The increase in diffraction efficiency is well known in over-modulated gratings under off-Bragg conditions [104]. This can be understood as follows: as rotation angle increases, the efficiency of the $i=+1$ order may increase to such a point when the $i=+2$ order starts to propagate, from which the efficiency of the $i=+1$ order will drop and power is allocated to the $i=+2$ order. The FDTD results also demonstrate the trend in which diffraction efficiency increases as rotation angle about the $x_{t}$ axis increases. The 3D FDTD calculates the total guided flux in the bottom waveguide along the $x_{b}$ direction defined by the following equation:

$$
\begin{equation*}
\bar{S} \cdot \hat{x}_{b}=\frac{1}{2} \operatorname{Re}\left(E_{y} \cdot H_{z}^{*}-E_{z} \cdot H_{y}^{*}\right), \tag{2.95}
\end{equation*}
$$



Figure 2.17: Plots of PC-EIS, DE-EIS, DE-FDTD, and $\alpha$ for case 1 and 2, respectively, when the bottom system is rotated about the $z_{t}$ axis. The number of grating periods $N$ is set as 50 .
where the first part is TE contribution and the second part is TM contribution. However, the TM power is much smaller, as shown in Fig. 2.16. As a result, the flux calculated by 3D FDTD can be treated as TE type. An important observation should be made regarding the numerical instability of the 3D FDTD calculation, and this is discussed in Appendix B.

## Rotation about the $z_{t}$ axis

Figures 2.17(a) and (b) show the PC-EIS, DE-EIS and DE-FDTD plots for the two cases when the bottom grating is rotated about the $z_{t}$ axis. Figures 2.17(c) and (d) show the $\alpha$ plots for the two cases. The $\alpha$ curve for case 1 exhibits a noticeably wavy shape due to numerical sensitivity problems. In order to give a better presentation, the curve is Gaussianfitted. The same fitting procedure is also done on the $\alpha$ curve for case 2 . Like in the
$x$-rotation cases, the PC curves exhibit negligible changes as the bottom grating rotates about the $z_{t}$ axis, and the shapes of the DE-EIS curves are determined by those of the radiation factors. At rotation angles $\pm 5.73^{\circ}$ ( $\pm 0.1 \mathrm{rad}$ ), the DE-EIS curve decreases about $25 \%$ for both cases. The FDTD results are in good agreement with the RCWA-EIS ones because rotating about the $z_{t}$ axis, or equivalently, the surface normal of the waveguide, does not suffer from the staircase approximation problem (discussed in Appendix B). In other words, the waveguide surface remains flat, and the only place that requires the staircase approximation is on the edges. Since the width of the waveguide ( $W=10 \mu \mathrm{~m}$ ) is set much larger than the waveguide thickness $\left(t_{g}=0.22 \mu \mathrm{~m}\right)$ to model a slab waveguide, the rough edges would not affect the field distribution in the slab structure.

## Rotation about the vector [2 2 1]

Figures 2.18(a) and (b) show the PC-EIS, DE-EIS and DE-FDTD plots for the two cases when the bottom grating is rotated about an axis defined by the vector [2 21 1] in the top coordinate system. Figures 2.18(c) and (d) show the $\alpha$ plots for the two cases. Since the bottom waveguide may be in contact with the top waveguide after rotations in FDTD models, a shorter grating length with $N=30$ is used instead of $N=50$. The locations of the corners of the waveguides and grating ridges are calculated to ensure the top and bottom structures are not in contact. In this rotation configuration, $\alpha$ changes significantly and it influences the definition of DE-EIS. The resulting shapes of the DE-EIS curves are not symmetric. The rotation axis has a $y_{t}$ component, and rotating about the $y_{t}$ axis has an equivalent effect as changing the incident angle of the incoming light to the bottom grating, which greatly disturbs the Bragg condition and induces a large change in the diffraction efficiency. Both the DE-EIS and DE-FDTD curves first increase and then decrease when the rotation angle changes from $0^{\circ}$ to $-5.73^{\circ}(-0.1 \mathrm{rad})$, while the curves monotonically decrease when the rotation angle changes from $0^{\circ}$ to $5.73^{\circ}(0.1 \mathrm{rad})$. The efficiency hill in the $\delta<0^{\circ}$ region may also due to the over-modulation of gratings under off-Bragg conditions.


Figure 2.18: Plots of PC-EIS, DE-EIS, DE-FDTD, and $\alpha$ for case 1 and 2, respectively, when the bottom system is rotated about the vector [2 211$]$. The number of grating period $N$ is set as 30 .

While the data points of DE-EIS and DE-FDTD at $0^{\circ}$ rotation match well, the general shapes of the curves at the two ends exhibit noticeable discrepancies. This is because an infinitely long slab waveguide grating is assumed in RCWA-EIS method, while structures with limited dimensions are modeled in the FDTD simulation. The influence of this geometric factor is explained using Figure 2.19. The input light is launched into the top waveguide along the $-x$ direction and out-diffracted when it is incident onto the top grating. Both the out-diffracted power and the guided power in the top waveguide exhibit an exponential decay along the $-x$ direction. When the bottom waveguide is rotated by $+\delta$ about the $y$ axis, the right end of the bottom waveguide is closer to the top waveguide, and the high power (indicated by the thickest arrow) confined in the top waveguide may be evanescently coupled to the bottom waveguide, resulting in larger diffraction efficien-


Figure 2.19: Schematic diagram show positive $(+\delta)$ and negative $(-\delta)$ rotation of the bottom grating about the $y$ axis. Rotation angles are exaggerated.
cies from the FDTD simulations than those from the RCWA-EIS calculations at positive rotation angles. On the contrary, the left end of the bottom waveguide is closer to the top grating when the bottom grating is rotated by $-\delta$. Since the power at the left end is much smaller, the coupled power in the bottom waveguide is negligible. The same reasoning can be made in explaining the offsets of the DE curves obtained by RCWA and FDTD in Fig. 2.18. The rotation configuration about the vector $\left[\begin{array}{lll}2 & 2 & 1\end{array}\right]$ is shown in Fig. 2.20. The positively rotated grating is closer to the high power end of the top grating, and thus FDTD results show a moderate efficiency increase compared with the RCWA-EIS results in the $\delta>0^{\circ}$ region, while the negatively rotated bottom grating is closer to the low power end of the top grating, resulting in smaller FDTD values than the RCWA-EIS results in the $\delta<0^{\circ}$ region. As a result, system designers should try to align the grating such that there is minimal rotation about the $y$ axis, e.g. rotation should be limited to $\pm 3^{\circ}$ to achieve less than $10 \%$ change in $D E_{b}$.

### 2.4 Conclusion

RCWA-EIS method is introduced to calculate waveguide grating coupling efficiencies. The "Equivalent Index Slab" (EIS) concept is proposed to extend the traditional RCWA method to the analysis of waveguide gratings involving surface waves. RCWA-EIS method overcomes the numerical instability issue in RCWA-LW approach regarding grating structures


Figure 2.20: The Matlab-generated figure shows the rotation of the bottom grating about the vector [2 211$]$. The geometries defined by the solid lines represent the unrotated top and bottom gratings. The geometries defined by the dash-dot lines and dashed lines represent the bottom grating rotated 0.1 rad and -0.1 rad about [2 241$]$, respectively.
with large index contrasts, and it is more computational efficient than FDTD simulations. RCWA-EIS method approximates the interlayer grating coupling efficiency by the product of single grating coupling efficiencies in either the in-coupling or the out-diffraction process due to light reciprocity. The grating optimization is performed by incorporating optimization algorithm with RCWA-EIS method. By using 3D RCWA formulation for conical diffraction, RCWA-EIS method can also be applied to analyze angular (rotational) misalignment of interlayer waveguide gratings. The advantages of RCWA-EIS method include arbitrary choices of periodic grating profiles, wide parameter space search, fast calculation, easy implementation, and accurate results. In summary, this work offers a feasible simulation tool for the design and analysis of basic periodic waveguide grating couplers for optical interconnects in high-density electronics.

## CHAPTER 3

## GRATING-ASSISTED-CYLINDRICAL-RESONANT-CAVITIES (GARC) INTERLAYER COUPLER: THEORETICAL DESIGN AND SENSITIVITY ANALYSIS

Rectangular diffraction gratings are widely used to achieve interlayer optical coupling. However, various methods, including increasing directionality, reducing substrate leakage, and suppressing backward-reflection/forward-transmission, have been explored, and further improvements in grating performance have been slowing down. As a result, many challenges still exist which obstruct rectangular gratings from serving as efficient and broadband couplers. The basic binary gratings have relatively low efficiencies, e.g. 30\% or -5.2 dB [148], without additional features such as overlayers, bottom reflectors, and slanted grating ridges, etc., as can be seen from Table 1.3. Applying these additional features increases the efficiency at the expense of fabrication complexity and cost. For SOI gratings, narrow grating ridges ( $\sim 100 \mathrm{~nm}$ ) are required to achieve relatively high efficiency ( $>70 \%$ or -1.5 dB , see Table 1.3), and such gratings can only be patterned using high-cost fabrication techniques, e.g. deep UV lithography or e-beam lithography. In addition, rectangular gratings exhibit narrow spectral bandwidth (e.g. $\lambda_{1 d B}=60 \mathrm{~nm}$ and $\lambda_{3 d B}=90 \mathrm{~nm}$ ), making them less efficient for broadband applications. Apart from the fabrication difficulties and bandwidth limitations, grating assembly poses additional challenges to photonic integrations because rectangular grating couplers are sensitive to both translational [133] and rotational misalignments [51]. All of these issues originate from the Floquet and Bragg conditions which rectangular gratings must inherently follow.

In this chapter, a fundamentally new approach, Grating-Assisted-cylindrical-ResonantCavities (GARC) coupler $[149,150]$, is proposed to achieve efficient and broadband interlayer optical coupling. The coupler consists of a pair of circular gratings with a high-index
via. The via plays a significant role as a cylindrical resonant cavity in the vertical direction, and the GARC coupler thus benefits from the large increase of the resonant optical field introduced by the cavity. In addition, the outer circular gratings function as distributed Bragg reflectors, forming another set of resonant cavities in the horizontal direction and enhancing the fields which are modulated by the inner circular gratings. Since the GARC couplers exploit constructive interference and evanescent coupling instead of diffraction (following the Floquet condition) exhibited in rectangular gratings, grating ridges of GARC can be relatively wide (defined by the in-plane interference) and adjacent-layer reflectors are not necessary (no substrate leakage loss). At $1.55 \mu \mathrm{~m}$ wavelength, the simulated coupling efficiency obtained from an optimized $\mathrm{Si} / \mathrm{SiO}_{2}$ GARC coupler ( $68 \%$ or -1.7 dB interlayer coupling efficiency, see Appendix B for the determination of efficiencies based on FDTD simulation resolutions) are relatively high compared with those obtained from the conventional SOI rectangular gratings (Table 1.3). The most significant benefit of the GARC coupler is the wide spectral bandwidth $\left(\lambda_{1 d B}=170 \mathrm{~nm}\right.$ and $\lambda_{3 d B}=270 \mathrm{~nm}$ for an optimized $\mathrm{Si} / \mathrm{SiO}_{2} \mathrm{GARC}$ ), which can't be achieved by conventional rectangular gratings. The GARC coupler also demonstrates many advantages such as CMOS compatible fabrication, flexible choices of interlayer separation, and high misalignment tolerances.

### 3.1 Theoretical Design

Figure 3.1 shows two optimized designs based on different materials, $\mathrm{Si} / \mathrm{SiO}_{2}$ and $\mathrm{Si}_{3} \mathrm{~N}_{4} / \mathrm{SiO}_{2}$, in which waveguides and a via (with relatively high refractive indices) are configured to couple optical signals between layers separated by an air gap. This structure can be implemented between two separate overlaid chips or embedded within an on-chip interconnect stack. In the second case, the air gap can be filled with $\mathrm{SiO}_{2}$, which will cause only small changes to the overall design. Transverse electric (TE, $H_{z}, H_{r}, H_{\theta}, E_{r}, E_{\theta}$ ) polarization is considered for demonstration.


Figure 3.1: Schematic representation of the GARC interlayer coupler. Two types of GARC structures determined by different material systems $\left(\mathrm{Si} / \mathrm{SiO}_{2}\right.$ and $\left.\mathrm{Si}_{3} \mathrm{~N}_{4} / \mathrm{SiO}_{2}\right)$ are shown.

### 3.1.1 GARC Coupler Model

The intuition of the GARC coupler design is as follows. The GARC structure has two types of resonant cavities essentially; the cylindrical via is more critical which provides the vertical coupling path, and the in-plane circular gratings assist the cylindrical via by enhancing field in the horizontal direction. Thus the circular grating definition should follow the interference condition of the cylindrical wavefront inside of the circular grating.

The analysis begins by considering a uniform circular slab waveguide in which the $\mathrm{TE}_{z}$ $\left(E_{z}=0\right)$ polarization is assumed to be supported. According to Maxwell's equations in cylindrical coordinates, the field components $E_{r}, E_{\theta}, H_{r}$, and $H_{\theta}$ can be expressed based on $H_{z}$ as follows:

$$
\begin{align*}
E_{r} & =-\frac{j \omega \mu_{0}}{\beta^{2}} \frac{1}{r} \frac{\partial H_{z}}{\partial \theta}  \tag{3.1}\\
E_{\theta} & =\frac{j \omega \mu_{0}}{\beta^{2}} \frac{\partial H_{z}}{\partial r}  \tag{3.2}\\
H_{r} & =\frac{1}{\beta^{2}} \frac{\partial^{2} H_{z}}{\partial r \partial z}  \tag{3.3}\\
H_{\theta} & =\frac{1}{\beta^{2}} \frac{1}{r} \frac{\partial^{2} H_{z}}{\partial \theta \partial z} \tag{3.4}
\end{align*}
$$

for $\mathrm{TE}_{z}$ waves, where $\beta$, as can be seen later, is the transverse (perpendicular to $z$ ) propagation constant of a slab mode, and $\mu_{0}$ is the permeability of free space (assume the layer is non-magnetic).

In each layer, the longitudinal component $H_{z}$, denoted as $\psi$, satisfies the wave equation

$$
\begin{equation*}
\left(\nabla^{2}+\omega^{2} \mu_{0} \epsilon_{0} \epsilon\right) \psi=0 \tag{3.5}
\end{equation*}
$$

where the Laplacian operator $\nabla^{2}$ in cylindrical coordinates is given by

$$
\begin{equation*}
\nabla^{2}=\frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\partial}{\partial r}\right)+\frac{1}{r^{2}} \frac{\partial^{2}}{\partial \theta^{2}}+\frac{\partial^{2}}{\partial z^{2}} \tag{3.6}
\end{equation*}
$$

Assume the solutions to Eq. (3.5) are separable as follows

$$
\begin{equation*}
\psi(r, \theta, z)=H_{z}=R(r) Z(z) \Theta(\theta) \tag{3.7}
\end{equation*}
$$

where $R(r), Z(z)$, and $\Theta(\theta)$ describe the field distribution in the $r, \theta$, and $z$ directions, respectively.

Substituting Eq. (3.7) into Eq. (3.5) results in the following equations

$$
\begin{align*}
\frac{d^{2} Z}{d z^{2}}+\left(\omega^{2} \mu_{0} \epsilon_{0} \epsilon-\beta^{2}\right) Z & =0  \tag{3.8}\\
\frac{d^{2} \Theta}{d \theta^{2}}+\nu^{2} \Theta & =0  \tag{3.9}\\
r \frac{d}{d r}\left(r \frac{d R}{d r}\right)+\left[(\beta r)^{2}-\nu^{2}\right] R & =0 \tag{3.10}
\end{align*}
$$

where $\nu$ and $\beta$ are constants of separation.
Equation (3.8) is the one-dimensional scalar wave equation describing slab modes in dielectric waveguides (same as Eq. (2.15) in Chapter 2), and the term $\omega^{2} \mu_{0} \epsilon_{0} \epsilon-\beta^{2}=$ $\epsilon k_{0}^{2}-\beta^{2}=\gamma^{2}$, where $\gamma$ is the propagation constant in the $z$ direction of the interested layer. As a result, the function $Z(z)$ should be in the form of $\exp (j \gamma z)$ or $\cos (\gamma z)$. Periodic
condition is satisfied in $\Theta$ described by Eq. (3.9) such that $\Theta(\theta+2 \pi)=\Theta(\theta)$. Therefore, the constant $\nu$, called the cylindrical mode order, has to be an integer (e.g. $0, \pm 1, \pm 2, \ldots$ etc). The function $\Theta(\theta)$ should be in the form of $\exp (j \nu \theta)$, and it describes the orbital angular momentum. Equation (3.10) characterizes Bessel's equation of integer order $\nu$, which describes the radial propagation of cylindrical waves. The solution can be Bessel function of first kind $J_{\nu}(\beta r)$ or Hankel functions $H_{\nu}^{(1)}(\beta r)$ and $H_{\nu}^{(2)}(\beta r)$, depending on whether the radial behavior of the field is standing or radially outward-/inward-propagating. If there exists a circular Bragg reflector surrounding the inner circular waveguide, the waveguide field will be standing, expressed by $J_{\nu}(\beta r)$; if there is no Bragg reflector, the waveguide field will be outward-propagating, expressed by $H_{\nu}^{(2)}(\beta r)$. The field expression $J_{\nu}(\beta r)$ is chosen because the GARC coupler has an outer circular grating functioning as a distributed Bragg reflector. As a result, the field expression for the $H_{z}$ component is as follows:

$$
\begin{equation*}
H_{z}=\sum_{\nu=-\infty}^{\infty} C_{\nu} J_{\nu}(\beta r) \cos (\gamma z) \exp (j \nu \theta) \tag{3.11}
\end{equation*}
$$

For the TE polarization, the $E_{\theta}$ field in the circular slab waveguide is of primary importance because it is tangent to the cylindrical wavefront. In the limiting case where the radius of the circular slab is infinite, the cylindrical wavefront becomes planar and the $E_{\theta}$ field can be treated as the $E_{y}$ field of a typical rectangular slab waveguide that supports TE modes ( $E_{y}, H_{x}$, and $H_{z}$ ). The $E_{\theta}$ field is expressed according to Eq. (3.2) and (3.11) as

$$
\begin{equation*}
E_{\theta}=\frac{j \omega \mu_{0}}{\beta^{2}} \sum_{\nu=-\infty}^{\infty} C_{\nu} \frac{d\left[J_{\nu}(\beta r)\right]}{d r} \cos (\gamma z) \exp (j \nu \theta) \tag{3.12}
\end{equation*}
$$

The guided-mode wavelength $\lambda_{\nu}$ of the $\nu$ th mode is determined as the difference between two consecutive zeros of the function $d\left[J_{\nu}(\beta r)\right] / d r$, denoted as $J_{\nu}^{\prime}(\beta r)$, which describes the radial variation of the $E_{\theta}$ field [151]. As a result, $\lambda_{\nu}$ is larger at the center and approaches $\lambda_{\text {eff }}=2 \pi / \beta_{0}$ at greater radial distances $r$, where $\lambda_{\text {eff }}$ and $\beta_{0}$ are the effective wavelength and the transverse propagation constant of a guided mode with a planar wave-


Figure 3.2: Circular grating ridge definition and in-plane ray reflection scheme in a circular grating. The green arrows below the grating indicate a phase change of $\pi$, and the blue arrows indicate a phase change of $\pi / 2$.
front, respectively.
When the circular grating is present, the guided mode in the circular waveguide will be perturbed but $\beta$ will not be affected, which differs from the case of a rectangular grating whose $i$ th order horizontal propagation constants $\beta_{i}$ are modified by the grating vector magnitude $K$ through the Floquet condition $\beta_{i}=\beta_{0}-i K$, which creates multiple and possibly propagating diffraction orders. This is because the radial fields in the circular region, represented by $J_{\nu}(\beta r)$ or $J_{\nu}^{\prime}(\beta r)$, are not periodic. Since $\beta$ is invariant and larger than the propagation constant $k_{\text {clad }}$ in the low-index cladding, the longitudinal field in the cladding is evanescent, preventing circular gratings from emitting propagating waves and behaving as efficient interlayer couplers. Therefore, a high-index via needs to be incorporated between the two circular gratings to provide an optical path for vertical coupling. The evanescent behavior in the cladding makes it unnecessary to incorporate reflectors because all the propagating light will be concentrated in the high-index via, and thus substrate leakage does not exist.

The circular grating can be divided into two regions. The inner region is designed
for field perturbation, and the outer region serves as an in-plane circular distributed Bragg reflector. The arrangement of grating ridges is based on the ray optics concept depicted in Fig. 3.2, and the phase changes are indicated by the green (phase change of $\pi$ ) and blue (phase change of $\pi / 2$ ) arrows below the grating. Note that the reflected light will experience a phase change of $\pi$ when it reflects from a medium of higher index and no phase change when it reflects from a medium of lower index. In the inner grating, the radially propagating waves (red rays) constructively interfere if the inner grating periods $\Lambda_{i}$ satisfy

$$
\begin{equation*}
\Lambda_{i}=p \lambda_{\nu} \tag{3.13}
\end{equation*}
$$

and the reflected rays 1 and 2 will be cancelled if the inner grating ridge widths $w_{i}$ are

$$
\begin{equation*}
w_{i}=\frac{q}{2} \lambda_{\nu} \tag{3.14}
\end{equation*}
$$

where $p$ and $q$ are arbitrary integers. For convenience, $q$ is set equal to $p$ and thus $w_{i}=\Lambda_{i} / 2$. The outer grating is designed in such a way that the reflected waves (ray 3 and 4) are enhanced, so the outer grating periods $\Lambda_{o}$ are defined as

$$
\begin{equation*}
\Lambda_{o}=\frac{s}{2} \lambda_{\nu} \tag{3.15}
\end{equation*}
$$

and the outer grating ridge widths $w_{o}$ need to satisfy

$$
\begin{equation*}
w_{o}=\frac{2 t-1}{4} \lambda_{\nu} \tag{3.16}
\end{equation*}
$$

where $s$ and $t$ are arbitrary integers. According to the analysis above, the grating periods $\Lambda$ and the grating ridge widths $w$ need to be defined locally since $\lambda_{\nu}$ depends on the radial location. As $p, q, s$ and $t$ can be arbitrary integers, the grating ridges can be relatively wide provided the interference conditions are satisfied.


Figure 3.3: Layer stacking sequence and longitudinal field distribution in two types of GARC couplers: (a) $\mathrm{Si}_{1} / \mathrm{SiO}_{2}$ and (b) $\mathrm{Si}_{3} \mathrm{~N}_{4} / \mathrm{SiO}_{2}$. Darker color indicates higher index.

The cylindrical mode order $\nu=1$ is chosen to define $\lambda_{\nu}$ because of its $180^{\circ}$ rotational symmetry. According to Eq. (3.12), the field component $\exp (-j \nu \theta)$ with $\nu=1$ has one nodal line. This field pattern will promote the field coupling from the input waveguide to the output waveguide with minimal loss along the nodal line. By defining the grating ridges based on $\lambda_{1}$, the other mode orders will be suppressed since only the $\nu=1$ order satisfies the interference conditions.

A thin layer of a low-index material is sandwiched between the grating and the via to enhance the in-plane resonance. The field in the top input grating can be evanescently coupled to the via and transported to the output grating on the bottom, or vice versa. The presence of the thin layer impedes the direct propagation from the high-index grating ridges to the via and forms another resonant cavity along the $z$ direction. This effectively allows more time for the light to interact with the grating and further suppresses modes other than the $\nu=1$ order. Since the light is initially launched from a rectangular slab waveguide, a waveguide taper is used to gradually convert the plane wavefront in the rectangular waveguide to the cylindrical wavefront in the circular waveguide. The structure is less prone to misalignment because it doesn't follow the "sensitive" Floquet condition.

The stacking sequence of the GARC coupler is determined by the materials used. When the high-index regions (darker regions in Fig. 3.1) are made of Si , the grating is etched into the Si circular waveguide and filled with $\mathrm{SiO}_{2}$. The low-index layer, made of $\mathrm{SiO}_{2}$, is sandwiched between the grating and the via. Whereas in the $\mathrm{Si}_{3} \mathrm{~N}_{4} / \mathrm{SiO}_{2}$ GARC
coupler, the grating is etched into the via and the low-index layer is located between the waveguide and the grating. This is because that the longitudinal field of the $\mathrm{Si} / \mathrm{SiO}_{2}$ waveguide is more confined in the waveguide core due to a larger refractive index difference (Fig. 3.3). In order to effectively perturb the field in the circular waveguide, the grating needs to be etched into the waveguide. The etch depth should be shallow to reduce backreflection into the input taper. By contrast, the longitudinal field extends further out of the waveguide core of the $\mathrm{Si}_{3} \mathrm{~N}_{4} / \mathrm{SiO}_{2}$ waveguide, and thus a grating layer adjacent to the waveguide is sufficient to perturb the field, while an etched grating may induce too much back-reflection.

GARC couplers for the transverse magnetic $\left(\mathrm{TM}_{z}, H_{z}=0\right)$ polarization follow the same design process except that the TM guided-mode propagation constant $\beta_{T M}$ is used (e.g.for a $0.22 \mu \mathrm{~m}$ thick air $/ \mathrm{Si}^{2} / \mathrm{SiO}_{2}$ waveguide, $\beta_{T E}=11.371 \mu \mathrm{~m}^{-1}$ for the TE polarization whereas $\beta_{T M}=7.5996 \mu \mathrm{~m}^{-1}$ for the TM polarization), and the relative permittivity is introduced to determine the grating ridges. For TM waves, the field components $E_{r}, E_{\theta}, H_{r}$, and $H_{\theta}$ is related to $E_{z}$ as

$$
\begin{align*}
& E_{r}=\frac{1}{\beta^{2}} \frac{\partial^{2} E_{z}}{\partial z \partial r},  \tag{3.17}\\
& E_{\theta}=\frac{1}{\beta^{2}} \frac{1}{r} \frac{\partial^{2} E_{z}}{\partial \theta \partial z},  \tag{3.18}\\
& H_{r}=\frac{j \omega \epsilon_{0} \epsilon}{\beta^{2}} \frac{1}{r} \frac{\partial E_{z}}{\partial \theta},  \tag{3.19}\\
& H_{\theta}=-\frac{j \omega \epsilon_{0} \epsilon}{\beta^{2}} \frac{\partial E_{z}}{\partial r} . \tag{3.20}
\end{align*}
$$

The component $H_{\theta}$ should be used to determine the grating ridges, and its formulation contains the permittivity, which is a location dependent variable.

### 3.1.2 Optimized Configurations

Figure 3.4 shows the cross-sectional views of the optimized $\mathrm{Si} / \mathrm{SiO}_{2}$ and $\mathrm{Si}_{3} \mathrm{~N}_{4} / \mathrm{SiO}_{2}$ GARC couplers. The grating ridge definitions for the $\mathrm{Si} / \mathrm{SiO}_{2}$ and $\mathrm{Si}_{3} \mathrm{~N}_{4} / \mathrm{SiO}_{2}$ GARC couplers are


Figure 3.4: Cross-sectional views of the optimized $\mathrm{Si} / \mathrm{SiO}_{2}$ and $\mathrm{Si}_{3} \mathrm{~N}_{4} / \mathrm{SiO}_{2}$ GARC couplers.


Figure 3.5: Circular grating ridge definition for the optimized $\mathrm{Si} / \mathrm{SiO}_{2}$ GARC coupler with parameters $p=2, s=3$, and $t=2$.
schematically demonstrated in Fig. 3.5 and Fig. 3.2, respectively. Some key parameters are summarized and compared in Table 3.1. Details of the $\mathrm{Si} / \mathrm{SiO}_{2}$ and $\mathrm{Si}_{3} \mathrm{~N}_{4} / \mathrm{SiO}_{2}$ GARC designs are shown in Table 3.2 and Table 3.3, respectively.

Full-wave simulations were performed using MEEP 3D FDTD (see Appendix B for general FDTD formulations). The field patterns of the $H_{z}$ component at different planes (waveguide, grating, and vertical cross-section) of the optimized $\mathrm{Si} / \mathrm{SiO}_{2}$ and $\mathrm{Si}_{3} \mathrm{~N}_{4} / \mathrm{SiO}_{2}$ GARC couplers are shown in Fig. 3.6. For both cases, there is a noticeable amount of desctructive interference in the top waveguide (input taper) due to the back-reflection, and multimodes are observed in both the rectangular and circular slab waveguides. If needed, higher-order modes in the GARC output slab waveguide can be suppressed by tapering the slab waveguide to a ridge waveguide, as illustrated in Fig. 3.7. This is particularly important in photonic circuits that use ridge waveguides which are evanescently coupled to ring resonators or interferometers, etc. As shown in the vertical cross-sections, there is no propagating field in the substrate near the inner grating regions, but diffracted light is observed near the outer grating regions, which accounts for the power loss. Another source of the power loss is the field reflected at possible boundaries, e.g. wall of the cylindrical via and distributed Bragg gratings, and field confined in the resonant cavities.

In some cases, diffraction occurs in the outer gratings of GARC couplers because the outer grating periods are approximately equal, as shown in Table 3.2 and Table 3.3. The Bessel function $J_{1}(\beta r)$, on which the circular gratings are based, has an oscillation period larger near the origin and smaller at larger radial distances $r$. At larger argument $r$, the Bessel function $J_{1}(\beta r)$ can be approximated as the periodic function $\cos (\beta r)$, and circular grating in this region is diffractive. This phenomenon will become more obvious when the inner grating is small and the majority of the input field is forward transmitted to the

Table 3.1: Parameter values for the optimized $\mathrm{Si} / \mathrm{SiO}_{2}$ and $\mathrm{Si}_{3} \mathrm{~N}_{4} / \mathrm{SiO}_{2}$ GARC couplers.

| Case | $\begin{gathered} \beta \\ {\left[\mu \mathrm{m}^{-1}\right]} \end{gathered}$ | $n_{\text {high }}$ | $\begin{gathered} t_{w} \\ {[\mu \mathrm{~m}]} \end{gathered}$ | $\begin{gathered} t_{g} \\ {[\mu \mathrm{~m}]} \end{gathered}$ | $\begin{aligned} & t_{t h i n} \\ & {[\mu \mathrm{~m}]} \end{aligned}$ | $\begin{gathered} D_{i n} \\ {[\mu \mathrm{~m}]} \end{gathered}$ | $\begin{aligned} & D_{\text {out }} \\ & {[\mu \mathrm{m}]} \end{aligned}$ | $\begin{gathered} W \\ {[\mu \mathrm{~m}]} \end{gathered}$ | $\begin{gathered} \alpha \\ {\left[{ }^{\circ}\right]} \end{gathered}$ | $\begin{gathered} d \\ {[\mu \mathrm{~m}]} \end{gathered}$ |  | $s$ | $t$ | $\begin{gathered} \eta_{c} \\ {[\%]} \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{Si} / \mathrm{SiO}_{2}$ | 11.37 | 3.45 | 0.22 | 0.04 | 0.1 | 14.08 | 20.72 | 10 | 28.65 | 2 | 2 | 3 | 2 | 68 |
| $\mathrm{Si}_{3} \mathrm{~N}_{4} / \mathrm{SiO}_{2}$ | 6.76 | 2 | 0.34 | 0.34 | 0.1 | 19.28 | 25.79 | 10 | 20 | 4.7 | 1 | 1 | 1 | 41 |

Table 3.2: Parameters for the optimized $\mathrm{Si} / \mathrm{SiO}_{2}$ GARC coupler.

| Inner and Outer Circular Grating Ridge Edges |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $l$ | $\omega_{l}{ }^{\text {a }}$ | $r^{\text {b }}$ [ $\mu \mathrm{m}$ ] | $w_{r}{ }^{\text {c }}$ [ $\left.\mu \mathrm{m}\right]$ | $w_{v}{ }^{\text {d }}[\mu \mathrm{m}]$ | $\Lambda^{\mathrm{e}}[\mu \mathrm{m}]$ |
| 1 | 1.8412 | 0.3238 | 0.3238 | - | - |
| 2 | 5.3314 | 0.9377 | - | 0.6139 | - |
| 3 | 8.5363 | 1.5014 | 0.5637 | - | 1.1776 |
| 4 | 11.7060 | 2.0589 | - | 0.5575 | - |
| 5 | 14.8636 | 2.6143 | 0.5554 | - | 1.1129 |
| 6 | 18.0155 | 3.1687 | - | 0.5544 | - |
| 7 | 21.1644 | 3.7225 | 0.5538 | - | 1.1082 |
| 8 | 24.3113 | 4.2760 | - | 0.5535 | - |
| 9 | 27.4571 | 4.8293 | 0.5533 | - | 1.1068 |
| 10 | 30.6019 | 5.3824 | - | 0.5531 | - |
| 11 | 33.7462 | 5.9355 | 0.5530 | - | 1.1061 |
| 12 | 36.8900 | 6.4884 | - | 0.5530 | - |
| 13 | 40.0334 | 7.0413 | 0.5529 | - | 1.1059 |
| 14 | 43.1766 | 7.4559 | - | 0.4146 | - |
| 15 | 46.3196 | 7.8706 | 0.4146 | - | 0.8292 |
| 16 | 49.4624 | 8.2851 | - | 0.4146 | - |
| 17 | 52.6050 | 8.6997 | 0.4146 | - | 0.8292 |
| 18 | 55.7476 | 9.1142 | - | 0.4145 | - |
| 19 | 58.8900 | 9.5288 | 0.4145 | - | 0.8290 |
| 20 | 62.0323 | 9.9433 | - | 0.4145 | - |
| 21 | 65.1746 | 10.3578 | 0.4145 | - | 0.8290 |
| Other Parameters |  |  |  |  |  |
|  | [ $\left.\mu \mathrm{m}^{-1}\right]$ | 11.37 |  |  | 1.55 |
|  | [ $\mu \mathrm{m}^{-1}$ ] | 4.05 |  | $\mathrm{O}_{2}{ }^{\text {h }}$ | 1.45 |
|  | $n_{S i}{ }^{\text {h }}$ | 3.45 | $\gamma_{S i}{ }^{\text {i }}$ | $\left.\mu \mathrm{m}^{-1}\right]$ | 8.12 |
|  | ${ }_{w}[\mu \mathrm{~m}]$ | 0.22 |  | m] | 0.04 |
|  | in $[\mu \mathrm{m}]$ | 0.1 |  | $\mu \mathrm{m}]$ | 10 |
|  | $\phi\left[{ }^{\circ}\right]$ | 35.5 |  | [ ${ }^{\circ}$ ] | 28.65 |
|  | ner ${ }^{\mathrm{k}}$ [ $\mu \mathrm{m}$ ] | 14.08 | $D_{\text {outer }}$ | ${ }^{\mathrm{k}}$ [ $\mu \mathrm{m}$ ] | 20.72 |
|  | $p, s, t^{1}$ | 2, 3, 2 |  | $\mathrm{m}]$ | 2 |
|  | $N_{\text {inner }}{ }^{\text {m }}$ | 6 |  | ter ${ }^{\text {m }}$ | 4 |

${ }^{\text {a }} l$ th zero of $J_{1}^{\prime}(x)=d\left[J_{1}(x)\right] / d x$
${ }^{\mathrm{b}}$ Location of grating ridge edges as shown in Fig. 3.5
${ }^{\text {c }}$ Grating ridge width $\quad{ }^{\mathrm{d}}$ Grating groove width
${ }^{\mathrm{e}}$ Local grating period $\quad{ }^{\mathrm{f}}$ Radial ( $r$ ) propagation constant
${ }^{\mathrm{g}}$ Free-space wavelength ${ }^{\mathrm{h}} n$ represents refractive index
${ }^{\mathrm{i}}$ Longitudinal (z) propagation constant
${ }^{j}$ Waveguide taper half-angle (within circular gratings)
${ }^{\mathrm{k}}$ Inner and outer grating diameters
${ }^{1}$ Parameters used to define circular grating ridges [149]
${ }^{m}$ Number of grating periods of the inner and outer gratings

Table 3.3: Parameters for the optimized $\mathrm{Si}_{3} \mathrm{~N}_{4} / \mathrm{SiO}_{2}$ GARC coupler.

| Inner and Outer Circular Grating Ridge Edges |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $l$ | $\omega_{l}{ }^{\text {a }}$ | $r^{\text {b }}[\mu \mathrm{m}]$ | $w_{r}{ }^{\text {c }}$ [ $\left.\mu \mathrm{m}\right]$ | $w_{v}{ }^{\text {d }}[\mu \mathrm{m}]$ | $\Lambda^{\mathrm{e}}[\mu \mathrm{m}]$ |
| 1 | 1.8412 | 0.2723 | 0.2723 | - | - |
| 2 | 5.3314 | 0.7886 | - | 0.5162 | - |
| 3 | 8.5363 | 1.2626 | 0.4740 | - | 0.9902 |
| 4 | 11.7060 | 1.7314 | - | 0.4688 | - |
| 5 | 14.8636 | 2.1985 | 0.4670 | - | 0.9358 |
| 6 | 18.0155 | 2.6647 | - | 0.4662 | - |
| 7 | 21.1644 | 3.1304 | 0.4658 | - | 0.9320 |
| 8 | 24.3113 | 3.5959 | - | 0.4655 | - |
| 9 | 27.4571 | 4.0612 | 0.4653 | - | 0.9308 |
| 10 | 30.6019 | 4.5263 | - | 0.4651 | - |
| 11 | 33.7462 | 4.9914 | 0.4650 | - | 0.9301 |
| 12 | 36.8900 | 5.4564 | - | 0.4650 | - |
| 13 | 40.0334 | 5.9213 | 0.4649 | - | 0.9299 |
| 14 | 43.1766 | 6.3862 | - | 0.4649 | - |
| 15 | 46.3196 | 6.8511 | 0.4649 | - | 0.9298 |
| 16 | 49.4624 | 7.3159 | - | 0.4648 | - |
| 17 | 52.6050 | 7.7808 | 0.4648 | - | 0.9296 |
| 18 | 55.7476 | 8.2456 | - | 0.4648 | - |
| 19 | 58.8900 | 8.7104 | 0.4648 | - | 0.9296 |
| 20 | 62.0323 | 9.1752 | - | 0.4648 | - |
| 21 | 65.1746 | 9.6399 | 0.4648 | - | 0.9296 |
| 22 | 68.3168 | 9.8723 | - | 0.2324 | - |
| 23 | 71.4590 | 10.1047 | 0.2324 | - | 0.4648 |
| 24 | 74.6011 | 10.3371 | - | 0.2324 | - |
| 25 | 77.7432 | 10.5695 | 0.2324 | - | 0.4648 |
| 26 | 80.8852 | 10.8019 | - | 0.2324 | - |
| 27 | 84.0272 | 11.0343 | 0.2324 | - | 0.4648 |
| 28 | 87.1692 | 11.2667 | - | 0.2324 | - |
| 29 | 90.3111 | 11.4991 | 0.2324 | - | 0.4648 |
| 30 | 93.4530 | 11.7315 | - | 0.2324 | - |
| 31 | 96.5949 | 11.9639 | 0.2324 | - | 0.4648 |
| 32 | 99.7368 | 12.1963 | - | 0.2324 | - |
| 33 | 102.8787 | 12.4287 | 0.2324 | - | 0.4648 |
| 34 | 106.0205 | 12.6610 | - | 0.2324 | - |
| 35 | 109.1623 | 12.8934 | 0.2324 | - | 0.4648 |
| Other Parameters |  |  |  |  |  |
|  | $\left[\mu \mathrm{m}^{-1}\right]$ | 6.76 |  |  | 1.55 |
|  | $\left[\mu \mathrm{m}^{-1}\right]$ | 4.05 |  |  | 1.45 |
|  | ${ }_{\text {Si }{ }_{3}{ }_{4}}$ | 2 | $\gamma_{S i_{3} N_{4}}$ | $\mu \mathrm{m}^{-1}$ ] | 4.47 |
|  | [ $\mu \mathrm{m}$ ] | 0.34 |  | $\mathrm{m}]$ | 0.34 |
|  | in $[\mu \mathrm{m}]$ | 0.1 |  | $\mu \mathrm{m}]$ | 10 |
|  | $\phi\left[{ }^{\circ}\right]$ | 33.5 |  |  | 20 |
|  | ner [ $\mu \mathrm{m}]$ | 19.28 | $D_{\text {outer }}$ | [ $\mu \mathrm{m}$ ] | 25.79 |
|  | p, s, $t$ | 1, 1, 1 |  |  | 4.7 |
|  | $N_{\text {inner }}$ | 10 |  |  | 7 |



Figure 3.6: $H_{z}$ field patterns of the optimized $\mathrm{Si} / \mathrm{SiO}_{2}$ and $\mathrm{Si}_{3} \mathrm{~N}_{4} / \mathrm{SiO}_{2}$ GARC couplers simulated by MEEP 3D FDTD.

Higher-order mode suppression in the ridge waveguide top view (xy plane)
$w \downarrow$

side view (xz plane)


Lridge $+L_{\text {taper }}+$ L $_{\text {garc }}$
Figure 3.7: Waveguide taper is added to coupler the GARC output slab waveguide to a ridge waveguide. Color is scaled based on the maximum power in the simulation.


Figure 3.8: Spectral response for the optimized $\mathrm{Si} / \mathrm{SiO}_{2}$ and $\mathrm{Si}_{3} \mathrm{~N}_{4} / \mathrm{SiO}_{2}$ GARC couplers as well as that for the rectangular grating reported in [148].
outer grating. If the inner grating is properly designed such that most of the input field is allowed to be coupled to the high-index interconnecting via, there will be minimal amount of forward-transmitted field reaching the diffractive outer grating. The method to define circular gratings based on Bessel functions does not contradict common circular grating designs used as laser cavities, e.g. [152, 153, 154], etc., in which strictly periodic circular gratings are used. For example, in [152], the laser cavity consists of a uniform disk in the center (radius $5 \mu \mathrm{~m}$ ) surrounded by circular Bragg reflector (from $r=5 \mu \mathrm{~m}$ to $60 \mu \mathrm{~m}$ ). The central disk, where the pump medium is located, circumvents the necessity of grating definition, while the radial locations for the circular Bragg gratings are large enough such that the gratings can be treated as periodic.

The $\mathrm{Si} / \mathrm{SiO}_{2}$ GARC coupler has a higher interlayer coupling efficiency ( $\eta_{c}=68 \%$ or -1.7 dB ) than the $\mathrm{Si}_{3} \mathrm{~N}_{4} / \mathrm{SiO}_{2}$ GARC coupler ( $\eta_{c}=41 \%$ or -3.9 dB ) due to a larger refractive index contrast and a stronger field confinement in the cavity. The circular grating ridges are defined according to the interference conditions Eq.(3.13) to (3.16) using different sets of parameters $p, s$ and $t$, such that the minimum $w_{i}$ of the $\mathrm{Si} / \mathrm{SiO}_{2}$ GARC coupler is 553 nm and that of the $\mathrm{Si}_{3} \mathrm{~N}_{4} / \mathrm{SiO}_{2}$ is 465 nm . Both GARC couplers exhibit wide spectral responses, e.g. $\lambda_{3 d B}=270 \mathrm{~nm}$ and 400 nm for the interlayer coupling efficiency $\left(\eta_{c}\right)$ of the
$\mathrm{Si} / \mathrm{SiO}_{2}$ and $\mathrm{Si}_{3} \mathrm{~N}_{4} / \mathrm{SiO}_{2}$ GARC coupler respectively, as shown in Fig. 3.8. The single-layer efficiencies $\eta_{s}$ are approximated as the square root of the interlayer coupling efficiencies due to the reciprocity nature of the GARC couplers, and the curves of the single-layer coupling efficiencies are shown to compare the performance of the GARC couplers with that of the rectangular grating couplers reported in [148]. Strictly speaking, the GARC structure can't be separated into functional top and bottom gratings because it requires the presence of the cylindrical via to provide an optical path, and thus the notion of the single-layer efficiency is meaningless and it is only used for comparisons. Higher-order modes in the transverse direction ( $x y$ plane) will typically be excited in the slab waveguides. To suppress the higher-order modes in the transverse direction, a waveguide taper (not to be confused with the taper within the circular grating) can be added to gradually narrow the width ( $W$ ) of the slab waveguide down to that of the ridge waveguide $\left(W_{r}\right)$. For the $\mathrm{Si} / \mathrm{SiO}_{2} \mathrm{GARC}$ coupler, a waveguide taper with a taper half-angle 0.1 rad can be used to couple the slab modes into a ridge waveguide with a width of $W_{r}=0.5 \mu \mathrm{~m}$ (Fig. 3.7), and the resulting spectral response shown in Fig. 3.8 has correspondingly fewer oscillations and reduced efficiency due to the removal of higher-order modes. The coupling efficiency could be further improved by optimizing the taper angle and length.

The diameter of the inner circular grating $D_{\text {inner }}$, the width of the rectangular slab waveguide $W$, and the taper half-angle $\alpha$ (the taper within the circular gratings) affect the determination of the via height $d$ or equivalently, the interlayer separation. The via diameter is the same as $D_{\text {inner }}$. Figure 3.9 shows the $H_{z}$ field of the $\mathrm{Si} / \mathrm{SiO}_{2}$ GARC coupler with five different taper half-angles. The angle 0.5 rad is the limiting case in which the taper side length equals $R_{\text {outer }}=D_{\text {outer }} / 2$. The parameters $d=2 \mu \mathrm{~m}, D_{\text {inner }}=14.08 \mu \mathrm{~m}$, and $W=10 \mu \mathrm{~m}$ are the same for all cases. The smaller the taper half-angle, the longer the input taper (the entire taper is not shown for $\alpha=0.1 \mathrm{rad}$ to 0.3 rad ). It is observed that the "destructive interference region (DIR)" (indicated by the dashed arrow), the null field in the input taper due to destructive interference of input field and back-reflected field, moves in-


Figure 3.9: The $H_{z}$ field distribution in the top grating and in the vertical cross-section of the $\mathrm{Si} / \mathrm{SiO}_{2}$ GARC coupler with five different taper half-angles: (a) $0.1 \mathrm{rad}=5.73^{\circ}$, (b) $0.2 \mathrm{rad}=11.46^{\circ}$, (c) $0.3 \mathrm{rad}=17.19^{\circ}$, (d) $0.4 \mathrm{rad}=22.92^{\circ}$, and (e) $0.5 \mathrm{rad}=28.65^{\circ}$. For case (e), the $H_{z}$ field distribution in the bottom grating is shown in (e.3), and the ray representation of the vertical resonator in the via is shown in (e.4).
wards from the outskirts of the circular grating as taper half-angle increases. Once the input field reaches the inner grating, the field will be evanescently coupled to the high-index via and propagate at the angle $\phi=\arctan \left(\gamma_{S i} / \beta\right)=35.5^{\circ}$. Note that not all of the field is coupled into the via; instead, a portion of the input field still propagates in the slab waveguide with an approximately exponential-decaying intensity due to the presence of the low-index layer. The obliquely propagating field in the via will be reflected from the bottom circular grating and then obliquely propagate upward with the angle $\pi-\phi$. Eventually, most of the reflected field will constructively interfere at the top grating, forming a "constructive interference region (CIR)" indicated by the solid arrow. It is desired that the CIR and DIR be located symmetrically about the grating center and both regions be located within the inner grating, e.g. Fig. 3.9 (e.1). This symmetry ensures that another set of CIR and DIR, whose locations are interchanged, are formed at the bottom grating, e.g. Fig. 3.9 (e.3). In other words, inversion symmetry about the center of the via has been achieved and the structure exhibits reciprocal behavior. Thus, $\alpha$ and $W$ determine the location of the DIR; $D_{\text {inner }}$ restricts the location of the CIR and DIR; and $d$ controls the location of the CIR and the effectiveness of the vertical resonator.

### 3.2 Sensitivity Analysis

The optimized couplers, whose components are assumed to be exactly shaped and aligned in the simulation, may not be fabricated and assembled precisely as designed. Here the effects of variations in both vertical and horizontal dimensions are analyzed using 3D FDTD. The vertical variations include changes in via height, $\mathrm{SiO}_{2}$ layer thickness, gap between the $\mathrm{SiO}_{2}$ layer and the via, and grating etch depth; the horizontal variations include changes in outer and inner grating ridge widths, horizontal shifts, and via tapering. This sensitivity analysis will offer insights on experimental designs and possible outcomes for GARC coupler fabrications.


Figure 3.10: Plot of GARC interlayer coupling efficiency as a function of via height.
Table 3.4: Resulting via height $d$ in $\mu \mathrm{m}$ for the $(l, m)$ th resonance at $1.55 \mu \mathrm{~m}$ free-space wavelength ( $R=7.0413 \mu \mathrm{~m}$ ).

| $m$ | $l$ | 24 | 25 | $\mathbf{2 6}$ | 27 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 2028 |  |  |  |  |  |
| 4 | 1.3801 | 1.4682 | $\mathbf{1 . 5 8 0 7}$ | 1.7302 | 1.9413 |
| 5 | 1.7251 | 1.8353 | $\mathbf{1 . 9 7 5 8}$ | 2.1627 | 2.4266 |
| 6 | 2.0701 | 2.2023 | 2.3710 | 2.5952 | 2.9119 |
| 7 | 2.4151 | 2.5694 | 2.7662 | 3.0278 | 3.3972 |
| 8 | 2.7602 | 2.9364 | $\mathbf{3 . 1 6 1 3}$ | 3.4603 | 3.8825 |
| 9 | 3.1052 | 3.3035 | 3.5565 | 3.8929 | 4.3678 |
| 10 | 3.4502 | 3.6705 | $\mathbf{3 . 9 5 1 6}$ | 4.3254 | 4.8531 |

The effect of varying via height $d$ on the GARC coupler efficiency is shown in Fig. 3.10. It is observed that the efficiency is sensitive to via height changes. Nevertheless, the layer thickness could be closely controlled during the deposition process and the optimal via height could be achieved without significant difficulty. Since the via functions as a cylindrical resonant cavity, the resonant wavelengths in the via are [155]

$$
\begin{equation*}
\lambda_{l m}=\frac{2 \pi}{\sqrt{\left(\frac{\omega_{l}}{R}\right)^{2}+\left(\frac{m \pi}{d}\right)^{2}}} \tag{3.21}
\end{equation*}
$$

where $l$ and $m$ indicate the resonant mode order in the radial $(r)$ and longitudinal $(z)$ directions, respectively, $\omega_{l}$ is the $l$ th zero of the function $J_{1}^{\prime}(x), R=7.0413 \mu \mathrm{~m}$ is the radius
of the via, and $d$ is the via height. Since the GARC coupler is designed for the free-space wavelength $\lambda_{0}=1.55 \mu \mathrm{~m}$, the resonance wavelength in the Si via is $\lambda_{l m}=\lambda_{0} / n_{S i}$, which can be achieved using various sets of $l, m$, and $d$. The via height $d$ at the $(l, m)$ th resonance can be found from Eq. (3.21), and some results are shown in Table 3.4. Since the radius of the cylindrical cavity is fixed at $R=7.0413 \mu \mathrm{~m}$, the resonance mode order $l$ in the radial direction can be approximated as

$$
\begin{equation*}
R=\frac{l}{2} \lambda_{r}, \tag{3.22}
\end{equation*}
$$

where $\lambda_{r}$ is the radial component of $\lambda_{l m}\left(\lambda_{r}=2 \pi / \beta=0.5526 \mu \mathrm{~m}\right)$. Thus $l$ is approximated as 26 , resulting in the most prominent resonances in the cavity. The highlighted $d$ values in Table 3.4, which are calculated using $l=26$, correspond to the peaks in Fig. 3.10. Even though the via heights $1.6 \mu \mathrm{~m}$ and $3.1 \mu \mathrm{~m}$ lead to higher coupling efficiency ( $80 \%$ and $75 \%$, respectively), the via height $2 \mu \mathrm{~m}$ is chosen in consideration of fabrication feasibility and device performance. On one hand, it may be challenging to deposit a Si via of more than $2 \mu \mathrm{~m}$ thick using conventional LPCVD without sacrificing deposition speed and layer uniformity. On the other hand, interlayer separations less than $2 \mu \mathrm{~m}$ may induce optical crosstalk between two layers, thus degrading the overall 3D interconnection. The case $d=$ $2 \mu \mathrm{~m}$ has a longer coupling time ( 1.32 ps , temporal bandwidth $\delta_{t}=0.76 \mathrm{THz}$ ) than $d=3.1$ $\mu \mathrm{m}\left(0.83 \mathrm{ps}, \delta_{t}=1.21 \mathrm{THz}\right)$ due to a stronger resonance. Nevertheless, the GARC couplers would be fast enough to satisfy the terahertz communication requirements.

Keeping the interlayer separation $d$ at $2 \mu \mathrm{~m}$, the effect of changing the thickness of the $\mathrm{SiO}_{2}$ thin layer, $t_{\text {thin }}$, is shown in Fig. 3.11. The resonance in the via is weaker for smaller $t_{\text {thin }}$, while evanescent coupling is prohibited for larger $t_{\text {thin }}$, both resulting in lower coupling efficiencies. The plateau regions may due to the limited resolution used in the FDTD simulation which can't take into account small distance adjustments.

In the case of coupling between layers separated by an air gap, the GARC coupler may be divided into two parts for easier fabrication, one being the top waveguide and the via, the other being the bottom waveguide. Here the effect of vertical gaps between the two


Figure 3.11: Effect of varying $\mathrm{SiO}_{2}$ thin layer thickness $t_{\text {thin }}$ on the optimized $\mathrm{Si}_{\mathrm{SiO}}^{2}$ GARC coupler with $d=2 \mu \mathrm{~m}$.


Figure 3.12: Effect of varying vertical gap between via and bottom waveguide $\delta_{d}$ on the optimized $\mathrm{Si} / \mathrm{SiO}_{2}$ GARC coupler with target interlayer separation $d=2 \mu \mathrm{~m}$.


Figure 3.13: Effect of varying the inner grating etch depth $t_{g i}$ and the outer grating etch depth $t_{g o}$ on the optimized $\mathrm{Si}^{2} \mathrm{SiO}_{2}$ GARC coupler with $d=2 \mu \mathrm{~m}$.
parts is analyzed, assuming the via height is exactly $2 \mu \mathrm{~m}$ as designed. As shown in Fig. 3.12, the efficiency drops in an oscillating and exponentially decaying fashion. The irregular efficiency drops may due to the resolution problem discussed in Appendix B. Since the power in the via is evanescently coupled to the bottom waveguide, it is expected that a large gap, e.g. $\delta_{d}>200 \mathrm{~nm}$, will prevent the coupling. From this analysis, we can see that the gap between layers of GARC coupler is detrimental to the coupling and it should be avoided. Therefore, ideally, the GARC structure should be grown layer by layer in a bottom-up approach.

To reduce fabrication difficulty, the inner and outer grating etch depths are kept the same; that is, $t_{g i}=t_{g o}=t_{g}$. For analysis purposes, varying the etch depths of the inner and outer grating separately offers a better understanding of the effects of circular gratings and the resonant cavity. Figure 3.13 shows the efficiency change with respect to the variation of inner grating etch depth $t_{g i}$ for three outer grating etch depths $t_{g o}=40 \mathrm{~nm}, 110$ nm , and 220 nm . At $t_{g i}=0$, the inner circular grating is absent and the interlayer coupling efficiency is $20 \%$ to $30 \%$. This is because the field in the inner circular slab waveguide, which is launched from the input taper, is not modulated and the field pattern is not sym-


Figure 3.14: Effect of varying grating etch depth $t_{g}$ on the optimized $\mathrm{Si} / \mathrm{SiO}_{2}$ GARC coupler with $d=2 \mu \mathrm{~m} . t_{g}$ indicates the etch depth for both the inner and outer circular gratings.
metric about the circular waveguide center. As a result of the asymmetry, the field does not constructively interfere, even though the outer circular grating forms a resonant cavity. As the inner grating depth increases, the index contrast becomes larger, and so does the field modulation. The curves for the three outer grating depths have similar trends, but coupling losses are higher for larger $t_{g o}$ possibly due to stronger back-reflection. The highest coupling efficiency for the three cases $t_{g o}=40 \mathrm{~nm}, 110 \mathrm{~nm}$, and 220 nm are all obtained at $t_{g i}$ $=40 \mathrm{~nm}$. It can be concluded that, first, the shallow etch depth is necessary to achieve high coupling efficiency, and second, there is no benefit in defining different etch depths for the inner and outer circular gratings.

The effect of changing the grating etch depth $t_{g}$ and changing the outer grating ridge definition (values of $s$ and $t$ ) are also explored. As shown in Fig. 3.14, the efficiencies drop rapidly for $t_{g}>80 \mathrm{~nm}$ due to significant back-reflection from the circular grating into the input waveguide taper. The oscillations in the efficiencies are due to the effect of interference and simulation resolution. The efficiency plots of the GARC coupler with $s=$ 3 and $t=2$ coincide with those with $s=1$ and $t=1$, which means that the size of the inner grating is properly designed such that most of the input field propagates into the via and


Figure 3.15: Effect of translational shift in the $y$ direction (a) and the $x$ direction (b) on the optimized $\mathrm{Si} / \mathrm{SiO}_{2}$ GARC coupler specified in Table 3.2 and that of an apodized SOI grating coupler reported in [136].
there are minimal forward-transmitted field reaching the outer grating region. Thus, for this case, it is possible to remove the outer grating region to reduce the size of the GARC coupler without severe degradation of the coupling efficiency. Nevertheless, the current design includes the outer grating, and the values $s=3$ and $t=2$ are chosen to define the outer circular grating because they result in wider grating ridges.

Figure 3.15(a) shows the effect of translational shifts of the bottom waveguide with respect to the via in the $y$ direction (the axes are shown in Fig. 3.1), assuming the circular gratings are exactly defined in the circular waveguides on both layers and the top circular waveguide is exactly aligned to the via. Since the GARC coupler is symmetric about the $x z$ plane, the efficiency changes for the positive and negative shifts are identical. A misalignment tolerance of $\pm 2 \mu \mathrm{~m}$ causes about 1 dB excess loss for the the GARC interlayer coupling efficiency, which is about the same amount of tolerance as for an SOI apodized grating coupler reported in [136]. However, the layers of the GARC coupler are patterned lithographically, which can be aligned more accurately than the post assembly of rectangular gratings using flip-chip bonder or active alignment, etc. The effect of shift in $x$ direction is shown in Fig. 3.15(b). Shifting in the positive $x$ direction has a larger effect on the efficiency than shifting in the negative $x$ direction, which can be explained with the illustration
vertical field distribution in aligned GARC coupler:


Figure 3.16: Effect of translational shift in the $x$ direction on coupler performance.
in Fig. 3.16. The shaded yellow region indicates a relatively high power region in the via. When the bottom waveguide is shifted in the $-x$ direction, high-power region and low-power region on the bottom waveguide are approximately located at the pre-designed CIR and DIR, respectively. By contrast, the high-power region and low-power region interchange their locations when the bottom waveguide is shifted in the $+x$ direction, which violates the light reciprocity and thus induces a relatively larger power loss. Rotational misalignment, which is particularly detrimental to the rectangular gratings, is not likely to occur in the GARC structure due to the presence of the via which offers a mechanical support between layers.

Furthermore, varying the grating ridge width is another factor to consider. In the simulation, ridge locations with 4 decimal place accuracy are employed even though the simulation resolution may not handle such level of accuracy. The high level accuracy is neither realistic in fabrication. Keeping the other parameters unchanged, a $\mathrm{Si} / \mathrm{SiO}_{2}$ GARC coupler with a strictly periodic $0.55 \mu \mathrm{~m}$ inner grating ridge/groove width and $0.41 \mu \mathrm{~m}$ outer grating ridge/groove width is simulated, and the interlayer coupling efficiency is simulated as $65 \%$, which is $4 \%$ smaller than the optimized GARC coupler specified in Table 3.2. This is due to the fact that the uniform inner grating doesn't follow the radial field distribution described by the 1st order Bessel function, and the resulting via radius doesn't fully satisfy the resonant condition Eq. 3.21. Although it is common practice to use a strictly periodic grating, the Bessel-function-defined periods are shown to provide better performance.

Tapering effect of the via is also investigated. During the etching process, the side wall of the cylindrical via may not be exactly vertical. The effect of via radius change $\delta_{r}$ is shown in Fig. 3.17. Two scenarios are investigated: the via may be either tapering up or tapering down depending on the fabrication process. In either case, the narrow end of the via has a change of $\delta_{r}$ (a negative value) compared with the wide end whose radius is set as a fixed value $R=7.0413 \mu \mathrm{~m}$. The plots are symmetric about the axis at $\delta_{r}=0$, which indicates a perfectly vertical side wall. This is reasonable because of the $180^{\circ}$ rotational


Figure 3.17: Effect of via tapering on the optimized $\mathrm{Si}_{\mathrm{i}} / \mathrm{SiO}_{2}$ GARC coupler with $d=2 \mu \mathrm{~m}$. symmetry of the GARC structure and the light reciprocity. The efficiencies exhibit moderate increase for $\left|\delta_{r}\right|<2 \mu \mathrm{~m}$ ( $28 \%$ change relative to $R$ ), which may due to a stronger field confinement at the narrow taper end. However, further radius deductions will violate the radial resonance condition in the via, thus inducing large coupling loss. As a result, tapering effect should be controlled within $2 \mu \mathrm{~m}$ radius deviations. Nevertheless, a tapering effect with more than $28 \%$ radius decrease is unlikely to occur.

Based on these analysis, it is found that the vertical variations have larger effects on GARC coupler performance. This is because the most critical resonance is within the cylindrical via along the vertical direction, and the horizontal resonant cavities assist the vertical coupling by enhancing the field with $180^{\circ}$ symmetry. In addition, the vertical dimension $(2 \mu \mathrm{~m})$ is much smaller than the horizontal dimension $(20 \mu \mathrm{~m})$, and thus the same amount of variation will have larger effect on the vertical dimension.

Lastly, the GARC coupler is polarization dependent. The optimized GARC coupler for the TE polarization is not effective for coupling a TM polarized guided mode, and the coupling efficiency for TM polarization is $\eta_{c}=20 \%$. This is because the interference condition designed for the TE polarization doesn't satisfy the TM guided mode. On one hand, the radial propagation constants for the two polarizations are not the same, resulting different
interference condition in the radial direction. On the other hand, the longitudinal propagation constants $\gamma_{S i}=\sqrt{k_{0}^{2} n_{S i}^{2}-\beta^{2}}$ are also different, causing different resonant conditions in the vertical cavity.

### 3.3 GARC Coupler Design Flow

It is noted that high-efficiency GARC couplers are not only limited to the presented designs. By properly choosing the sizes of the resonant cavities, various interlayer distances $d$ and coupler radii $R$ can be achieved. A design flowchart is provided in Fig. 3.18 to accommodate various potential structure requirements. The zeros of Bessel function $J_{1}^{\prime}(x)$ and the fundamental propagation constant $\beta$ can be pre-calculated. Given the minimum grating period $\Lambda_{\text {min }}$, the parameters $p, s$, and $t$, which correspond to grating ridge widths, can be determined. The targeted interlayer distance and via radius are set as the initial values $d_{i}$ and $R_{i}$, respectively. The updated values, $d_{f}$ and $R_{f}$, will be determined by the initial values as well as by Eq. (3.21). The loop will be terminated if $\left|d_{f}-d_{i}\right|<t o l$, where $t o l$ is the tolerance. If the via radius is more critical, the decision point should be $\left|R_{f}-R_{i}\right|<t o l$, and the process can be accordingly modified. After $d_{f}$ and $R_{f}$ are obtained, FDTD can be used to slightly adjust the parameters involved in the GARC model due to the complexity of the structure.

Lastly, the differences between circular gratings used in GARC and the focusing grating couplers need to be clarified. Focusing grating couplers, whose rulings are curved, have been reported to achieve efficient fiber-to-grating coupling [50, 156, 157]. These curved gratings, even though similar in shape to the circular gratings used in the GARC coupler, are based on a fundamentally different concept. The curved gratings are defined by the interference of two focusing beams (Beam 1 and 2) [156]. By directing Beam 1 toward the defined grating, Beam 2 can be generated, and vice versa. Similarly, the curved gratings used in $[50,156]$ are formed by the interference between an incident beam in the air, either a plane wave or a focusing beam, and a focusing wave in the waveguide. As a result, an


Figure 3.18: Process flowchart for the design of GARC couplers that satisfies targeted interlayer distance $d$.
externally incident wave, e.g., beam from the fiber, can excite the guided focusing wave, thus achieving the fiber-to-waveguide coupling. The focusing grating couplers defined by external and guided wave interference realize fiber coupling to ridge waveguides. On the other hand, the circular gratings used in a GARC coupler are defined by internal cylindrical wavefronts in the cylindrical cavity, and no external beams are involved. Since the inner circular gratings are not diffractive, GARC couplers can't serve as fiber-to-chip couplers.

### 3.4 Conclusion

A new type of interlayer coupling structure, Grating-Assisted-cylindrical-Resonant-Cavities (GARC) coupler, consisting of circular gratings and a high-index via has been designed. Two GARC couplers, made of $\mathrm{Si} / \mathrm{SiO}_{2}$ and $\mathrm{Si}_{3} \mathrm{~N}_{4} / \mathrm{SiO}_{2}$, respectively, have been introduced. The $\mathrm{Si} / \mathrm{SiO}_{2}$ GARC coupler is optimized to achieve $68 \%$ interlayer coupling efficiency (approximately $82 \%$ single-layer efficiency for comparison with rectangular diffraction gratings). The coupling structure is compact ( $20.72 \mu \mathrm{~m}$ ), broadband ( $\delta_{\lambda, 1 d B}=170 \mathrm{~nm}$ or $\delta_{\lambda, 3 d B}$ $=270 \mathrm{~nm}$ ), and relatively straightforward to fabricate due to the wide grating ridges and the absence of adjacent-layer reflectors. The GARC coupler performance is less sensitive to variations in grating ridge width, but it is more affected by the vertical layer thickness, e.g. grating etch depth and via height. However, compared to the horizontal feature definition which is limited by the lithography resolutions, vertical layer thickness can be more easily controlled (within nanometer range) by regulating the fabrication process. The GARC coupler is similar in principle to a FabryPerot resonator. Thus, it is conceivable for it to operate as an amplifier if it is doped with a rare-earth element or to operate as a modulator together with electro-optic materials. Overall, the GARC structure represents a promising candidate to achieve efficient and broadband interlayer coupling for 2.5D and 3D IC technologies.

## CHAPTER 4

## FIBER-INTERCONNECT SILICON CHIPLET TECHNOLOGY (FISCT): FIBER-TO-CHIP ASSEMBLY AND OPTICAL TESTING

Heterogeneous integration of electronics with photonics is a promising solution to meet the high-bandwidth, low-latency, and low-energy consumption needs of modern computing systems. Optical fibers, which offer extremely low loss, are especially critical in long-haul applications as well as in shorter distances found in data-centers and in high-performance computing (HPC). In the latter applications, photonic packaging, assembly, and interfacing to silicon electronics play a critical role in determining overall module performance, energy, and cost. In order to create seamless polylithic integration of photonics and electronics, advances in packaging and assembly are critical. In particular, the accurate alignment and assembly of fibers or fiber arrays to a photonic integrated circuit (PIC) are crucial steps to realize high-efficiency optical packaging and integration [158]. Common fiber alignment techniques include active alignments and passive alignments. With a typical alignment accuracy of approximately 100 nm , active alignment schemes require a complex setup consisting of a laser light source and a photodetector, with alignment adjustments realized through the use of a microscope and rotational stages [159]. The fibers or fiber arrays are aligned and assembled serially, which is not time efficient. On the other hand, passive alignment relies on the placement of fibers onto properly designed mechanical structures with a typical alignment accuracy of approximately $1 \mu \mathrm{~m}$. While passive alignment has a lower alignment accuracy than active alignment, it is more time efficient and amenable to scaleup. Some passive alignment techniques include v-grooves [65, 66], plugs [160], ferrules [65], and light-splitting techniques [161] that only work for lateral couplings, e.g. edge coupling of fibers to waveguides, evanescent coupling of stripped fibers to waveguides, or coupling fibers mounted parallel to grating surfaces with the assistance of mirrors [161,

162], and thus they do not accommodate all fiber integration schemes. Passive alignment structures for vertical coupling have also been proposed [163], but they typically only work for coupling at a single location and thus it is not scalable. Figure 4.1 summarizes some of the passive alignment structures.

In this chapter, a passive fiber-array alignment and assembly approach using FiberInterconnect Silicon Chiplet Technology (FISCT) is proposed. FISCT consists of two key elements: 1) a silicon carrier with integrated lithographically defined mechanical selfaligning features and through-vias, and 2) 3D microprinted fiber ferrules that reside within the vias of the silicon carrier. FISCT enables massive precision self-alignment and assembly of optical fibers onto a package/substrate or a photonic chip and it is compatible with flip-chip bonding technology. The design and fabrication of the FISCTs are versatile and scalable to accommodate various photonic integrated circuit topologies and packages. The proposed FISCT has the potential in applications that include permanent or temporary fiber attachment. Note that the fiber chiplet concept aims to co-exist with the recent trends in digital electronics in which dice of heterogeneous functionality and materials (e.g. chiplets) are densely interconnected using 2.5D or 3D heterogeneous integration [164, 165]. Here the FISCT extends the chiplet concept to photonic devices and interconnections.

### 4.1 FISCT Structure

The general concept of FISCT is illustrated in Fig. 4.2(a). A polylithic integration platform (Heterogeneous Interconnect Stitching Technology (HIST) [164]) is formed using electrical and optical stitch chips. The electrical stitch chips, in the simplest form, provide high-density and low-energy connectivity between neighboring dice, while photonic stitch chips provide near-logic E-O/O-E conversion and interfacing to optical fibers. Here, FISCT addresses the technology challenges in interfacing a massive number of optical fibers to a photonic stitch chip with integrated waveguides and diffractive optical couplers [164]. Figure 4.2(b) and (c) illustrate details and assembly of the FISCT platform.


Figure 4.1: Some reported passive alignment methods: (a) fiber lateral alignment using fiber ferrule and v-grooves [65]; (b) horizontal fiber-to-grating coupling using light splitting techniques [161]; (c) fiber-to-lens array coupling using plugs [160]; and (d) fiber vertical coupling to diffraction elements using alignment structures [163].
(a) Polylithic integration platform

(b) Fiber-Interconnect Silicon Chiplet Technology (FISCT)

(c) FISCT assembly


Figure 4.2: A conceptual view of the proposed Fiber-Interconnect Silicon Chiplet Technology (FISCT) in the polylithic integration: (a) fiber arrays are aligned to the polylithic HIST platform [164]; (b) an enlarged figure shows the details of the FISCT cross-section; and (c) the FISCT assembly process.

The design of FISCT is flexible and can be easily modified based on photonic integrated circuits (PIC) design. The structure is composed of a Si carrier substrate, self-alignment structures (etched pits and photoresist domes) [36, 166], and fiber ferrules microprinted by 3D laser lithography (two photon polymerization). The Si carrier is lithographically patterned and wet etched, resulting in etched pits of two sizes. The small pits are self-aligned to the reflowed photoresist domes deposited on the PIC, forming the positive self-alignment structure (PSAS) [36, 166]. The larger pits are fully etched through the Si carrier substrate, and the laser-printed fiber ferrules are inserted within the through-Si pits and self-aligned with the pits due to the complementary geometries. The fiber ferrules can be secured using epoxy, polymer, or mechanical latches (as shown in the experiment). Fiber placement aid, which is also microprinted by 3D laser lithography, is placed on top of the fiber ferrules for easier fiber insertion. Segments of the cleaved optical fibers without their coating are inserted into the channels within the fiber ferrules, which are fabricated with a pre-defined incline angle with respect to the normal, until they reach the surface of the PIC where they are self-aligned with the grating couplers.

### 4.2 FISCT Fabrication

The fabrication of the current FISCT approach (a test structure is shown in Fig. 4.3) can be divided into two parts: the chemically etched Si carrier and the 3D microprinted fiber ferrules (which are then inserted into the silicon carrier). Once formed, FISCT is self-aligned and assembled on a Silicon-On-Insulator (SOI) substrate with integrated ridge waveguides and surface-relief grating couplers. Specifically, the reflowed photoresist domes on the SOI substrate self-align with the smaller pits on the silicon carrier. Since the smaller pits are also lithographically aligned with the pits that hold the fiber ferrules, the fibers become aligned with the grating couplers on the SOI substrate. The details of the fabrication process are described in the following sections.


Figure 4.3: Schematic showing the preliminary FISCT platform used for demonstration and testing. The fiber ferrules hold two fibers for each of the grating-waveguide-grating photonic circuits on the SOI substrate.

### 4.2.1 Si Carrier Substrate

The process starts with a $300 \mu$ m thick, $\langle 100\rangle$-oriented, and double side polished Si wafer. First, a 200 nm thick $\mathrm{Si}_{3} \mathrm{~N}_{4}$ layer is deposited on both sides of the Si carrier substrate using LPCVD followed by pit lithographic openings on one side of the wafer. Next, the patterned wafer is placed into an RIE chamber to etch away the exposed $\mathrm{Si}_{3} \mathrm{~N}_{4}$ layer. After photoresist removal, a patterned $\mathrm{Si}_{3} \mathrm{~N}_{4}$ layer is revealed, which serves as the wet etching mask for the exposed Si. The wafer is next immersed in a $45 \% \mathrm{KOH}$ bath at $90^{\circ} \mathrm{C}$ for 4 hours resulting in etched pits in the Si substrate. Note, during this process step, two different sizes of pits are formed simultaneously, and thus, all pits are lithographically self-aligned. The resulting pit size simply depends on the size of the window in the $\mathrm{Si}_{3} \mathrm{~N}_{4}$ hard mask.

### 4.2.2 3D Microprinted Fiber Ferrules

The next step is to fabricate the 3D microprinted fiber ferrules. The ferrule structure is first designed using Solidworks. The bottom portion has a tapering angle of $54.7^{\circ}$ corresponding to the angle between $\langle 100\rangle$ and $\langle 111\rangle$ crystallographic planes of the Si carrier. A channel through which the fiber is inserted is formed within the fiber ferrule; the chan-


Figure 4.4: Bottom side and top side of the assembled passive alignment structure.
nel tilt angle $\left(9^{\circ}\right)$ matches the optimal fiber coupling angle and is pre-determined during the design phase. The fiber locations relative to the grating couplers should be properly designed based on the interlayer gap between the Si carrier and the SOI substrate. The design is then transferred to a Nanoscribe laser lithography system, which is based on two photon polymerization. The fiber ferrules are microprinted using in-house IP-S resist on a conductive substrate (ITO or Si ) and the exposed structures are developed in SU8 developer for 20 min . The fiber ferrules can be printed in a 2 D array with the same pitch as the through-Si etched pits in the Si carrier substrate, which makes the final assembly relatively simple. The assembled FISCT can be secured using fibers with coatings as latches (for proof of concept) or using photoresist/epoxy as glues. The Si carrier has a yellow sheen due to the presence of the thin $\mathrm{Si}_{3} \mathrm{~N}_{4}$ layer. The bottom side (facing the SOI substrate) and top side (from which the fibers are inserted) of the assembbed FISCT structure are shown in Fig. 4.4. On the bottom side, the small etched pits labeled in red circles are used for self-alignment with the photoresist domes; the green diamond shape circles the location where the 3D printed fiber ferrule is mated with the large etched pits. On the top side, it is observed that the top side of the 3D printed fiber ferrule stands out of the Si carrier.

### 4.2.3 Photonic Circuit Substrate

The SOI substrate consists of a 2D array of passive photonic circuits. As a test circuit, two focusing grating couplers are connected by a ridge waveguide. Optical signal from the input fiber is coupled into the ridge waveguide via one grating coupler. The signal would then propagate along the ridge waveguide and diffract out once it reaches the second grating coupler. The out-diffracted signal is then picked up by the output fiber. The circuits with alignment marks are fabricated using an SOI wafer with a 250 nm thick device layer and a $3 \mu \mathrm{~m}$ thick buried oxide layer. The gratings, ridge waveguides and alignment marks are patterned in HSQ negative resist using e-beam lithography and fully etched in an ICP chamber. An SEM image of the fabricated grating is shown in Fig. 4.5. The resulting grating couplers have a theoretical fiber coupling efficiency of $30 \%(-5 \mathrm{~dB})$, which can be improved by shallow etching the grating grooves but requires two step e-beam lithography. However, the fabrication of high-efficiency grating couplers is not the focus of this research. Some high-efficiency grating coupler designs can be found in Table 1.3.

Once the gratings and waveguides are fabricated, photoresist domes (i.e., PSAS) are formed by first spin-coating a positive photoresist (AZ40XT-11D) and then patterning photoresist cylinders using photolithography. The photoresist cylinders are reflowed yielding domes with desired height and radius. The size of the photoresist cylinder, e.g. radius and film thickness, should be co-designed with the Si etched pit openings [36].

### 4.3 Optical Testing

The gratings are first characterized using the fiber active stage alignment. The light source is swept from 1560 nm to 1630 nm . The fabricated grating coupler was optimized for the wavelength 1550 nm . The measured peak efficiency is approximately located at 1610 nm due to fabrication variations.

After obtaining the reference measurements using the active stage alignment, the fabri-


Figure 4.5: SEM image of the fabricated focusing grating coupler.


Figure 4.6: Testing setup after aligning the FISCT to the photonic circuit substrate.
cated FISCT is picked up using a flip-chip bonder and "dropped" above the SOI substrate. The PSAS-pits combination will ensure that FISCT and the SOI substrate will be precisely aligned and separated by a pre-defined interlayer gap. A small force is applied on top of the fiber ferrules while photoresist is dispensed on the edges of the aligned substrates to temporarily adhere the two parts together. The force is maintained until the photoresist is solidified. During this process, the PSAS also prevents the relative sliding of the substrates. A fiber insertion aid is placed on top of the fiber ferrule to assist fiber insertion by hand with the unaided eye, although, fibers (or fiber ribbons) are envisioned to be inserted with a fiber placement tool. The input and output fibers are subsequently inserted into the corresponding channels of the fiber ferrule.

In order to counterbalance possible fabrication variations and predict misalignment tolerances, the locations of the photonic circuits on the SOI substrate are shifted relative to the pit locations on the Si carrier in $1 \mu \mathrm{~m}$ increments along each of the $x$ and $y$ directions, and the amount of the shift is based on the coordinate of the pit-circuit pair. For example, center location g 5 with coordinate $(0,0)$ is perfectly aligned by design, while the circuit at location f 4 with coordinate $(-1,1)$ is shifted by $1 \mu \mathrm{~m}$ in both of the $-x$ and $+y$ direction. The test locations are shown in Fig. 4.7.

Figure 4.8 shows the measurement results at three locations, namely g5 (no shift), g 6 (circuit shifted $1 \mu \mathrm{~m}$ in the $+x$ direction), and h5 (circuit shifted $1 \mu \mathrm{~m}$ in the $-y$ direction). The black solid curves correspond to the active stage alignment while the blue dashed curves are obtained using the proposed passive FISCT. The left set of figures show the data measured in the unit of volts, which is the output of the photodetector, and the right column converts the relative intensity (the ratio of the passive FISCT measurements to the maximum measurement data by active alignment) into dB. At location g5, FISCT and SOI layers are designed to be perfectly aligned, and the peak signal (filtered data) measured by the passive alignment structure is approximately $86 \%(-0.67 \mathrm{~dB})$ of that measured by the active stage alignment. The slightly lower efficiency measured by FISCT is probably due


Figure 4.7: Testing locations of the photonic circuits.
to two reasons: on one hand, fabrication variations may cause the optimal fiber alignment location to shift relative to the grating, which can't be compensated by the fabricated fiber ferrules; on the other hand, the $z$ location of the fiber inside of the ferrule is not controlled in the current design of demonstration, and thus the $x$ location of the fiber tip may shift from the ideal aligned position. A change of $1 \mu \mathrm{~m}$ in the $z$ direction results in a 158 nm lateral shift in the $x$ direction, given the $9^{\circ}$ tilt angle. Since the fiber is only allowed to move along a line in the fiber ferrule while it can move freely in space under active stage alignment, the extra degree of restriction causes the intensity of the passive method to be smaller. The peak signals at locations g6 and h5 are approximately $75 \%(-1.2 \mathrm{~dB})$ and $50 \%$ $(-3 \mathrm{~dB})$ of the reference peaks at the corresponding locations, respectively. This implies that the misalignment along the $x$ direction has a smaller effect than the misalignment along the $y$ direction. This is because shifting the fiber along the $y$ direction will break the symmetry and affect the coupling mode. Since fiber mode is approximately $10 \mu \mathrm{~m}$ in diameter and the focusing grating has a length of roughly $15 \mu \mathrm{~m}$, shifting along the $x$ direction is tolerable. In addition, the relative shift in the $y$ direction doesn't depend on the $z$ dimension if the fiber is controlled in the $x z$ plane; the major $y$ misalignment comes from the assembly of the Si carrier and the photonic chip.

It is noticed that the peak locations of the passive FISCT alignment and the active


Figure 4.8: Comparison of the measurement results obtained from the passive FISCT alignments and the active stage alignments at three testing locations g5, g6, and h5. The left set of the figures are plotted in actual detected voltage, while the right set of the figures are plotted in dB with reference to the maximum signal at each location.


Figure 4.9: Active stage alignment setup whose measurements serve as the reference for the FISCT measurements.


Figure 4.10: FDTD simulation of the effect of changing fiber coupling angle .


Figure 4.11: Multiple measurement data at location g5, g6, h5, and h6 (including their equivalent positions). Red line indicates the mean of the data at each location; error bar shows that $95 \%$ of the measured data lies within the range at each location.
stage alignment are different in Fig. 4.8. This is because the fiber insertion angles may be different in the two alignment methods. In the FISCT alignment, the fiber coupling angle is controlled to be $9^{\circ}$ by the 3D microprinted channel within the ferrule, which may not be the same as in the active stage alignment. Figure 4.9 is a picture of the active stage alignment setup, from which it can be observed that the fiber coupling angle is controlled by a manually bent metal tube on the fiber chuck, and the two fibers are not arranged symmetrically. The fiber coupling angle affects the coupling efficiency and induces peak efficiency shifts, as can be seen from the FDTD simulation shown in Fig. 4.10. This manifests the feasibility of FISCT in controlling the fiber angle and its importance in efficient fiber integration.

The measurement of the passive FISCT is repeatable after retracting and re-inserting the fibers. For example, Fig. 4.11 shows multiple testing data at location g5, g6 (and its equivalent location g 4 ), h5 (and its equivalent location f5), and h6 (and its equivalent locations $\mathrm{f} 4, \mathrm{~h} 4$, and f 6 ). The red line traces the means of the repeated passive measurement data, and $95 \%$ of the measurements locate within the range indicated by the error bar.

High intensity can be obtained by simply inserting the fibers into the fiber ferrules and slightly adjusting the fiber polarizations, which is more time-efficient compared with the active alignment schemes. The fiber is inserted until it reaches the SOI substrate; the fiber
end facet and the gratings were found to be undamaged. By properly designing the fiber ferrules and the Si carrier substrate, fiber arrays can be aligned using the proposed FISCT.

### 4.4 Fiber Array Integration

An example of fiber array integration by the FISCT platform is shown in Fig. 4.12. The waveguides of the photonic circuits can be short or long; for the short waveguides, fibers are assembled using a single ferrule, designated as "short-length ferrule", and for the long waveguides, fibers are assembled using a pair of ferrules separated by a designed distance, designated as "long-length ferrule". The channels inside of the ferrules are arranged in the close-packed formation in order to achieve the most compact fiber integration. An optical image of the fiber array integration is shown in Fig. 4.13. In the example illustrated in Fig. 4.12, the ferrules are secured on top of the Si carrier using mechanical structures, such as horizontally inserted fibers (for short-length ferrules) and 3D printed latch structures (for long-length ferrules). Optical images of the ferrules are shown in Fig. 4.14 and Fig. 4.15.

### 4.5 Conclusion

A passive Fiber-Interconnect Silicon Chiplet Technology (FISCT) is proposed and demonstrated to achieve accurate and reliable fiber-to-chip alignment, assembly, and packaging. It is compatible with current chiplet and flip-chip bonding technology, and its design is versatile and scalable to satisfy various integration requirements. FISCT enables timeefficient alignment, assembly, and packaging of fibers or fiber arrays and it is suitable for fiber-to-chip, fiber-to-package, prototyping, and testing applications.


Figure 4.12: Fiber array integration using FISCT.


Figure 4.13: Close-packed fiber array inserted to a 3D microprinted fiber ferrule. The purple color of the substrate is due to the presence of a thin $\mathrm{Si}_{3} \mathrm{~N}_{4}$ layer, whose thickness is thicker than the $\mathrm{Si}_{3} \mathrm{~N}_{4}$ layer on the Si carrier shown in Fig. 4.6. The scattered blue debris on the Si carrier are the broken $\mathrm{Si}_{3} \mathrm{~N}_{4}$ pieces.


Figure 4.14: Optical images of fiber ferrules for short photonic circuits with fiber array inserted into the channels. The ferrule is secured on top of the Si carrier by a fiber horizontally inserted through the middle of the ferrule.


Figure 4.15: Optical images of a pair of 3D microprinted fiber ferrules for long photonic circuits. The ferrules are secured on top of the Si carrier by 3D microprinted latches.

## CHAPTER 5

## FUTURE WORK

Optical interconnects have shown their potential to satisfy the ever-growing need for large bandwidth, low energy, and high data rate. The heterogeneous multi-die integration within a single package using both off-chip and on-chip optical signaling increases the need for within- and off-package optical connectivity. Innovations in optical coupler design and system integration are therefore ones of the highly sought-after topics. The proposed GARC coupler and the FISCT integration platform are promising solutions to meet this demand. The GARC couplers are new interlayer coupling structures that have never been exploited before. The benefits of the GARC couplers, including but not limited to wide spectral bandwidth and high coupling efficiency, are only demonstrated by simulation, and thus the structures require experimental validation and performance evaluation. Efficient fiber-tochip coupling and assembly are also important to optical system integration, and the FISCT platform offers more possibilities to integrate fiber arrays since it is compatible with various photonic circuit designs and heterogeneous integration.

## 5.1 $\mathbf{S i} / \mathrm{SiO}_{2} \mathrm{GARC}^{\text {Goupler Demonstration and Application }}$

### 5.1.1 GARC Coupler Fabrication

The $\mathrm{Si} / \mathrm{SiO}_{2}$ GARC coupler can be fabricated using the process shown in Fig. 5.1. An SOI wafer with a 220 nm thick Si device layer and a $3 \mu \mathrm{~m}$ thick $\mathrm{SiO}_{2}$ buried oxide layer can be used as the substrate. The first step is to etch alignment marks into the SOI wafer. The alignment marks can be patterned using Heidelberg Maskless aligner MLA150 or Elionix ELS-G100 e-beam lithography (for better alignment accuracy). The etch mask can be either a lifted-off chromium layer (step (a.1) to (a.4)) or a positive resist layer (e.g. SC1827 for
photolithography or PMMA for e-beam lithography). The exposed regions in the mask are etched sequentially using $\mathrm{Cl}_{2}$ ( Si etch) and using $\mathrm{CF}_{4}, \mathrm{O}_{2}$, and $\mathrm{H}_{2}$ ( $\mathrm{SiO}_{2}$ etch) in PlasmaTherm ICP, resulting in $2 \mu \mathrm{~m}$ deep trenches. After the etch mask is removed and substrate is cleaned, a 120 nm thick $\mathrm{Si}_{3} \mathrm{~N}_{4}$ layer is deposited onto the substrate using LPCVD process in Tystar nitride furnace. This step will define a $\mathrm{Si}_{3} \mathrm{~N}_{4}$ overlayer on top of the rectangular grating to enhance the coupling efficiency, but it is optional. Subsequent step involves circular and rectangular grating patterning using Elionix ELS-G100 EBL system. The $\mathrm{Si}_{3} \mathrm{~N}_{4}$ layer is fully etched (same etching gas as for $\mathrm{SiO}_{2}$ ) followed by 40 nm etch into the Si device layer to create the grating ridges, which is also carried out in Plasma-Therm ICP. Next the rectangular grating regions are patterned and covered by negative ebeam resist (e.g. HSQ ) and the uncovered $\mathrm{Si}_{3} \mathrm{~N}_{4}$ regions are etched. A similar process is used to isolate the whole waveguide structures by fully etching the Si device layer. The following $\mathrm{SiO}_{2}$ thin layer can be CVD-deposited or sputtered, depending on further investigations of the film quality. Subsequently, a $2 \mu \mathrm{~m}$ thick Si layer is LPCVD-deposited using Tystar poly furnace, followed by ICP etching to define the Si via.

A preliminary verification can be carried out half way through the process after the Si via is defined. Since the via functions as a resonant cavity and only a portion of its power leaks out though the $\mathrm{SiO}_{2}$ thin layer, the field pattern at the top of the via should be similar to the simulated field pattern as shown in Fig. 5.2. After introducing optical signal into the bottom input waveguide, the field pattern on the top of the via can be imaged by an IR camera or a visible light camera by the assistant of upconversion nanoparticles, e.g. Er doped $\mathrm{NaYF}_{4}$, which convert IR light into visible spectrum. The image can be compared with the simulated field pattern to approximate the resonance behavior of the via. Complete coupling efficiency and spectral response measurements can be conducted using a tunable laser and a power meter after the entire GARC coupler is fabricated. The verified GARC coupler can be further integrated into the photonic chips or heterogeneous integration platforms.


Figure 5.1: Fabrication steps for the $\mathrm{Si} / \mathrm{SiO}_{2}$ GARC coupler.


Figure 5.2: $H_{z}$ field pattern at top of the via, assuming optical signal is launched from the bottom left waveguide. The field patterns at the top of the via are similar for the complete and half-completed structures.

### 5.1.2 GARC Coupler for Multilayer Photonic LIDAR

The GARC couplers can be used in the field of LIDAR, which is a popular tool for autonomous driving nowadays [167, 168]. Beam steering in LIDAR is usually achieved by MEMS [169], digital micromirrors [170], and liquid crystal devices [171]. There is a growing interest in photonic LIDAR due to its compact size and beam steering capability. For example, Fig. 5.3 shows an example of a photonic LIDAR with phase shifter circuits and beam steering apertures consisting of ridge waveguides with gratings etched on the edges (Fig. 5.4). The phase shifter circuits in photonic LIDAR [172] occupy a lot of space; in this case, if a multilayer structure is used by defining another layer of beam steering apertures [173] on top of the phase shifter circuits, the device size can be further reduced. GARC couplers can be applied in such multilayer structure to achieve efficient and broadband interlayer coupling.


Figure 5.3: (a) An example of a photonic LIDAR consisting of an optical phased array; (b) SEM image of the cascaded phase shifter architecture; (c) close-up view of the thermal phase shifters; and (d) the fully-etched silicon grating-based antennas with a waveguide width of 400 nm and a pitch of $2 \mu \mathrm{~m}$. Figure is obtained from [172]. The antennas shown in (d) have a similar structure as shown in Fig. 5.4.


Figure 5.4: Beam steering angles realized by ridge waveguides with edge-defined gratings. Figure is obtained from [173].

### 5.2 FISCT Platform Modification and Integration

### 5.2.1 Vertical Control of Fiber Insertion

The FISCT demonstration in Chapter 4 can be further improved by designing microstuctures to control the vertical $(z)$ location of the fiber tips. One one hand, the $z$ location is correlated with the $x$ location due to the existence of the fiber tilt angle, and thus the uncontrollable vertical location may cause deviations from the ideal $x$ alignment position. One the other hand, the emitted field out of the fiber tip may have different radiation patterns, and the emitted power many not be efficiently collected by the grating if the distance between fiber facet and the substrate is too large.

### 5.2.2 3D Microprinted Out-of-Plane Coupler

In Chapter 4, a preliminary FISCT structure is demonstrated to couple optical fibers to on-chip waveguides through diffraction grating couplers. The reason for using diffraction gratings as couplers is that gratings can diffract the incoming fiber signal into the guided wave propagation direction in the planar waveguide, thus achieving vertical-to-lateral beam transition. Since diffraction gratings are sensitive to wavelength and have limited bandwidth due to the Floquet and Bragg condition, they may not simultaneously satisfy the broad bandwidth and high efficiency requirements. Other types of couplers that achieve vertical-to-lateral transition can also be used in the FISCT platform. For example, Blaicher et al. [174] experimentally demonstrated an out-of-plane fiber-to-waveguide coupler using a 3D microprinted structure consisting of free-form lens, polymer waveguide bend, and double tapers, as shown in Fig. 5.5. This type of coupler is a bent version of the fiber-butt (lateral) coupling structure, which has the advantage of broad bandwidth. It was reported that the 3D microprinted out-of-plane coupler has a coupling efficiency of $-0.8 \mathrm{~dB}(83 \%)$ at the wavelength 1550 nm with a 1 dB bandwidth exceeding 100 nm [174]. To make the fiber-integration more compact, the 3D microprinted out-of-plane couplers can be arranged


Figure 5.5: Scanning electron micrograph of 3D microprinted out-of-plane couplers, comprising a dielectric polymer waveguide connected to a silicon nanowire on one side, and a microlens on the other side. Picture is obtained from [174].
in an array with a shared supporting structure, and an example structure is fabricated using the Nanoscribe laser lithography system at Georgia Tech, as shown in Fig. 5.6. The arrangement of the couplers can be co-designed with the FISCT platform.

Further efficiency enhancement of the 3D microprinted coupler can be achieved by optimizing the lens, taper, and waveguide bend. Since lens structure is essentially a spot size converter, the first element that affects the fiber coupling is the lens profile, which determines the beam convergence behavior, such as beam waist and its location. Beam waist is an important parameter because it determines the width of the connecting polymer light guide and the degree of mode matching with the on-chip waveguide. In theory, the polymer taper, which connects the polymer lens and the transition waveguide bend, should be designed with the same convergence angle as the beam, and the connecting polymer transition waveguide should begin at the beam waist. This can be demonstrated using Finite-Difference Beam Propagation Method (FD-BPM, see Appendix C for derivation). For example, Fig. 5.7 shows the BPM-simulated convergence behavior of fiber input light for three parabolic lenses whose profiles are defined by $y^{2}=2 p x$, where $x$ is the horizontal


Figure 5.6: Scanning electron micrograph of 3D microprinted out-of-plane couplers secured on one supporting structure. The spacing between each coupler is $250 \mu \mathrm{~m}$ which corresponding to the diameter of an optical fiber with coating.
direction and $y$ is the vertical direction. The light blue shaded region indicates the polymer lens tip and the connecting circular light guide (a very wide light guide is used to show the convergence behavior of the beams). The beam converges at a shorter distance for lens with sharper tip (smaller $p$ value), as shown in Fig. 5.7. The field profiles at the beam waist for the three cases are plotted in Fig. 5.8, which reveals that the FWHM beam waist diameters are $3.46 \mu \mathrm{~m}, 4.42 \mu \mathrm{~m}$, and $5.72 \mu \mathrm{~m}$ for $p=10,20$, and 30 , respectively. Nevertheless, the $\left|E_{z}\right|^{2}$ integration over the peak region, which is proportional to the field intensity, shows that the case $p=30$ contains more power confined in the waist region (integrated values are $25.6679,42.3958$, and 61.9373 for $p=10,20$, and 30 , respectively). This can be seen from Fig. 5.7(a) that there are more stray rays in the $p=10$ case which carry a lot of energy away from the beam waist. This phenomenon implies that narrowing down the lens tip may reduce the converged beam waist at the expense of energy loss. Further optimization needs to be conducted to evaluate this trade-off. For example, lens surface profile defined by other mathematical functions or random spline control points can be used. To assist the BPM simulation method, ray tracing software can also be exploited.

In addition, it is observed that the convergence length is very large, e.g. $40.3 \mu \mathrm{~m}$,


Figure 5.7: BPM-simulated beam convergence by the presence of parabolic lens with surface profile defined as $y^{2} 2=2 p x$ : (a) $p=10$, (b) $p=20$, and (c) $p=30$.


Figure 5.8: Field profile of the converged beam at the beam waist for the three cases. The right figure (b) is an enlarged view of the sharp peaks in the left figure (a).


Figure 5.9: Comparison of convergence behavior of cascaded lenses (a) and a single lens (b) with same parabolic $p$ value. Cascaded lenses result in shorter convergence distance.
$81.6 \mu \mathrm{~m}, 99.8 \mu \mathrm{~m}$ for $p=10,20,30$, respectively, even though this demonstration is not an optimized case. Such large convergence length is unfavorable to achieve efficient 3D microprinting and compact fiber assembly. Therefore, it may be beneficial to include multiple cascaded lens or converging surfaces to decrease the convergence length. Figure 5.9 shows the advantage of cascaded lens in reducing the beam convergence distance. The cascaded lens surfaces in Fig.5.9(a) are defined by the same parabolic function $y^{2}=2 p x$ with $p=20$ as that of the single lens in Fig. 5.9(b). The same Gaussian input field is incident on both structures, and it is shown that the cascaded lens results in a shorter convergence distance (49.7 $\mu \mathrm{m}$ ), compared with that obtained from the single lens $(81.6 \mu \mathrm{~m})$. Also note that the converged beam waist is smaller for the cascaded lens. This trend shows that incorporating cascaded lens or curved surfaces offers a promising solution in reducing beam convergence length and spot size.

The lens structure can be further optimized by selecting materials with higher refractive indices. Since the lens structure is microprinted using two photon polymerizations, any photosensitive materials with potential low loss can be used. For example, Fig. 5.10 compares two single parabolic lens with different refractive indices. Lens with higher in-


Figure 5.10: Comparison of beam convergence of lenses with different refractive indices. Both lenses have the same parabolic surface profile.
dex (Fig. 5.10(a), $\mathrm{n}=1.62$ ) converges beam to a narrower spot size at a shorter distance than the one with lower index (Fig. 5.10(b), $\mathrm{n}=1.52$ ).

Another important component of the coupling structure is the double tapers used to achieve evanescent coupling between the polymer transition waveguide and the planar waveguide. The optimization of the double tapers involves many parameters, such as taper tip width, taper length, waveguide thickness, waveguide width, materials of both the on-chip waveguide and the polymer light guide. The optimization can be carried out using COMSOL (FEM) or Lumerical (FDTD) with optimization algorithms, which require relatively intensive computation. Theoretically, a longer taper will increase the coupled power because the mode field change is gradual and back-reflection is small. As shown in Table 1.4, high efficiency tapers usually have lengths larger than $100 \mu \mathrm{~m}$. Nevertheless, by optimizing other parameters of the double tapers, it may be possible to reduce the coupling length and thus reduce the coupler footprint. Note that the waveguide coupling structure is not limited to the double taper design, and other efficient evanescent coupling structures reported in the literature can also be explored. This part of the 3D microprinted coupling structure requires extensive research in order to find optimal combination of the vast pa-
rameter space in the design, but it also gives more opportunity to increase the coupling efficiency.

The third key component of the coupling structure is the polymer guide bend. Theoretically, the larger the curvature (smaller bend radius), the larger the bending loss. A larger bend radius would reduce the bending loss, but the light guide length required to achieve specific bend angle would increase, which may not favor compact integration designs. Change in material index will also affect the bending loss. It is expected that light guide with higher refractive index (higher index contrast with cladding material) gives smaller bending loss at a given bending curvature, due to the more confined mode field in the light guide. Thus using polymers with higher refractive index will help in reducing the dimension of the light guide bend. However, the structure with reduced dimension may require higher fabrication accuracy since it is more sensitive to surface roughness which gives rise to considerable propagation losses.

Other design considerations may involve reflection reduction and structure protection. For example, the 3D printed coupling structure can be embedded in a low-index cladding polymer, oil, or fluid to reduce reflection at all possible surfaces and protect the 3D structure. Using this approach may reduce the index contrast of the polymer light guide and affect the bending loss. In summary, there are many trade-offs in the design and optimization of the 3D printed fiber coupling structure, and all the three key components, lens, guide bend and evanescent coupler, are related and should be considered at the same time.

### 5.2.3 Heterogeneous Integration of FISCT

As heterogeneous integration is the trend of current digital systems, FISCT should be eventually integrated to electronic packaging, such as the Heterogeneous Interconnect Stitching Technology (HIST) platform. Even though the research focus of this thesis is passive optical interconnects, photonic integrated circuits (PICs) also consist of active components such as lasers, detectors, modulators, etc. As more electrical routings and components are
incorporated, either on the photonic chip/package or on the Si carrier substrate of FISCT, proximity effects such as thermal, optical, and RF crosstalk may occur and affect the performance of the photonic circuits.

Previous research has been conducted on the analysis of thermal crosstalk on modulators [175], RF crosstalk on modulators [176], optical radiative crosstalk between waveguides due to sidewall roughness [177], electrical crosstalk (leakage and induction currents, parasitic capacitance and inductance) between detectors and lasers [178, 179], and RF effects on electro-optical Mach-Zehnder modulators (MZMs) [180], etc. For example, in the optical radiative crosstalk study [177], it is found that the rough waveguide sidewalls induce radiative coupling region between two passive waveguides separated by a gap ( $g$ ) much larger than the evanescent field coupling distance $(g<3 \mu \mathrm{~m})$. Field propagating in one waveguide also excites higher order modes in the adjacent waveguide, as shown in Fig. 5.11. The electrical crosstalk study [180] demonstrates that the overall crosstalk between the RF interconnects and the electro-optical phase-shifters originated from radiative and substrate coupling between electrical lines and shared ground connection. Noise in the drive voltage in one of the MZM will convert to optical phase noise, which consequently gives rise to intensity noise at the interferometer output. Therefore, electrical crosstalk significantly affects the optical performance of modulators. Thermal noise contributes to refractive index variations for thermal-tuning modulators, which leads to drift of DC switching voltage and degradation of the dynamic optical extinction ratio (ER, which is a key parameter in optical communications since the quality of the transmissions, the bit error rate (BER), is strictly related to the ER value) [175]. In addition, thermal-mechanical analysis is also critical because the thermal expansion of substrate material will cause misalignment and deteriorate proper current injection and optical coupling. The mismatch of thermal expansion coefficients of different substrates will induce warpage and high-stress points which will distort the overall integration. In addition, the thermal expansion response of the 3D microprinted fiber ferrule also needs further investigation. The expansion of the


Figure 5.11: (a) Normalized coupled power in the adjacent waveguide measured at different values of the gap $g$. For $g>5 \mu \mathrm{~m}$, the spectral ripples suggest the emergence of the first higher order mode and the "beating" (interference between two slightly different frequencies) between the fundamental mode and the higher order mode. (b) Near-field measurements at the output ports of two waveguides for three wavelengths. For $g>5 \mu \mathrm{~m}$, multimode propagation appears. Figure is obtained from [177].
fiber ferrule may be smaller or larger than that of the Si carrier substrate, which may cause the sliding of ferrule in the etched pit or the breaking of the Si carrier. Materials with better thermal compliance with Si may be chosen to reduce possible misalignment and damage. As a result, the successful integration of FISCT on electronic packaging requires extensive optical, electrical, thermal and mechanical analysis.

## Appendices

## APPENDIX A <br> GRATING PERMITTIVITY DEFINITION

## A. 1 Parallelogramic Grating

For an arbitrary surface-relief grating, the relative permittivity of the grating region can be expressed as the Fourier series along the $x$ direction

$$
\begin{equation*}
\epsilon_{g}(x)=\epsilon_{g r}+\left(\epsilon_{r d}-\epsilon_{g r}\right) \sum_{h} \tilde{\epsilon}_{h} \exp (j h K x), \tag{A.1}
\end{equation*}
$$

where $\tilde{\epsilon}_{h}$ is the $h$ th Fourier coefficient, $K$ is the grating vector magnitude ( $K=\frac{2 \pi}{\Lambda}, \Lambda$ is the grating period), and $\epsilon_{g r}$ and $\epsilon_{r d}$ are the permittivity of the grating groove and grating ridge, respectively. A non-binary grating can be horizontally sliced into a total of $L$ sublayers, and each sublayer can be represented by a binary grating. For each sublayer, the matrix of permittivity coefficient $\tilde{\epsilon}_{h}$ as defined in Eq. (2.17) is no longer symmetric.

Figure A. 1 shows two possible parallelogramic gratings, one with slant angle $\varphi<90^{\circ}$ (designated as "forward-slanted") and the other with $\varphi>90^{\circ}$ (designated as "backwardslanted"). The guided wave is incident on the grating in the $+x$ direction from the left. If $\Delta<W$, where $\Delta=t_{g} / \tan \varphi$ and $W=(1-f) \Lambda$ as shown in Fig. A.2, the $h$ th Fourier coefficient of the $l$ th sublayer of the forward-slanted parallelogramic grating can be expressed as

$$
\begin{equation*}
\tilde{\epsilon}_{l, h}(x)=\frac{1}{\Lambda} \int_{\Delta-l \delta}^{\Delta-l \delta+f \Lambda} \exp (-j h K x) d x \tag{A.2}
\end{equation*}
$$

where $\delta=\Delta / L$. If $\Delta>W$, the parallelogramic grating will be separated into two sections, and the top and the bottom sections are divided into $L_{1}$ and $L_{2}$ slices, respectively. The $h$ th Fourier coefficient of the lth sublayer of the forward-slanted parallelogramic grating is expressed as


Figure A.1: Schematic representation (not to scale) of a guided wave incident on a parallelogramic grating with (a) slant angle $\varphi<90^{\circ}$ or (b) $\varphi>90^{\circ}$.


Figure A.2: Sublayers of a forward-slanted parallelogramic grating with $\Delta<W$.

$$
\tilde{\epsilon}_{l, h}(x)= \begin{cases}\frac{1}{\Lambda}\left[\int_{0}^{\rho-l \delta_{1}} \exp (-j h K x) d x\right. &  \tag{A.3}\\ \left.+\int_{\rho-l \delta_{1}+W}^{\Lambda} \exp (-j h K x) d x\right], & l \in\left[1, L_{1}\right] \\ \frac{1}{\Lambda} \int_{W-l \delta_{2}}^{\Lambda-l \delta_{2}} \exp (-j h K x) d x, & l \in\left[L_{1}+1, L_{1}+L_{2}\right]\end{cases}
$$

where $\rho=\Delta-W, t_{2}=W \tan \varphi, t_{1}=t_{g}-t_{2}, \delta_{1}=t_{1} /\left(L_{1} \tan \varphi\right)$, and $\delta_{2}=t_{2} /\left(L_{2} \tan \varphi\right)$, and $t_{1}$ and $t_{2}$ are the thickness of the top and bottom layers, respectively.

Similarly, the $\tilde{\epsilon}_{l, h}(x)$ of the $l$ th sublayer of the backward-slanted parallelogramic grating can be expressed as

$$
\begin{equation*}
\tilde{\epsilon}_{l, h}(x)=\frac{1}{\Lambda} \int_{W-\Delta+(l-1) \delta}^{\Lambda-\Delta+(l-1) \delta} \exp (-j h K x) d x \tag{A.4}
\end{equation*}
$$

for $\Delta<W$, and

$$
\tilde{\epsilon}_{l, h}(x)= \begin{cases}\frac{1}{\Lambda}\left[\int_{0}^{\Lambda-\Delta+(l-1) \delta_{1}} \exp (-j h K x) d x\right. &  \tag{A.5}\\ \left.+\int_{\Lambda-\rho+(l-1) \delta_{1}}^{\Lambda} \exp (-j h K x) d x\right], & l \in\left[1, L_{1}\right] \\ \frac{1}{\Lambda} \int_{(l-1) \delta_{2}}^{(l-1) \delta_{2}+f \Lambda} \exp (-j h K x) d x, & l \in\left[L_{1}+1, L_{1}+L_{2}\right]\end{cases}
$$

for $\Delta>W$.


Figure A.3: Schematic representation (not to scale) of a guided wave incident on a sawtooth grating with (a) forward-slanted ridges or (b) backward-slanted ridges.


Figure A.4: Schematic representation (not to scale) of a guided wave incident on a volume grating.

## A. 2 Sawtooth Grating

Figure A. 3 shows two types of sawtooth gratings, namely (a) "forward-slanted" and (b) "backward-slanted". The $h$ th Fourier coefficient of the $l$ th sublayer is expressed as

$$
\begin{equation*}
\tilde{\epsilon}_{l, h}(x)=\frac{1}{\Lambda} \int_{\Lambda-l \delta}^{\Lambda} \exp (-j h K x) d x \tag{A.6}
\end{equation*}
$$

for the forward-slanted sawtooth grating, and

$$
\begin{equation*}
\tilde{\epsilon}_{l, h}(x)=\frac{1}{\Lambda} \int_{0}^{l \delta} \exp (-j h K x) d x \tag{A.7}
\end{equation*}
$$

for the backward-slanted sawtooth grating, where $\delta=\Lambda / L$.

## A. 3 Volume Grating

Figure A. 4 shows the structure of a volume grating with slant angle $\varphi$. The permittivity of the volume grating varies sinusoidally, which is expressed as

$$
\begin{equation*}
\epsilon_{g}=\epsilon_{g 0}+\Delta \epsilon \cos (K \sin \varphi x+K \cos \varphi z) \tag{A.8}
\end{equation*}
$$

where $\epsilon_{g 0}$ is the average permittivity and $\Delta \epsilon$ is the amplitude of the sinusoidal variation. The $i$ th propagation constant in the $x$ direction is defined as

$$
\begin{equation*}
k_{x, i}=k_{0} n_{g} \sin \theta^{\prime}-i K \sin \varphi, \tag{A.9}
\end{equation*}
$$

and the $i$ th propagation constant in the $z$ direction in the volume grating is defined as

$$
\begin{equation*}
k_{g z, i}=k_{0} n_{g} \cos \theta^{\prime}-i K \cos \varphi, \tag{A.10}
\end{equation*}
$$

where $n_{g}=\sqrt{\epsilon_{g 0}}$, and $\theta^{\prime}$ is the 0 th order refraction angle inside of the grating $\left(k_{0} n_{c} \sin \theta=\right.$ $k_{0} n_{g} \sin \theta^{\prime}$ where $k_{0}=\frac{2 \pi}{\lambda_{0}}$ and $n_{c}$ is the refractive index of the cover). The electric field in the volume grating is expressed by Fourier expansions in spatial harmonics as

$$
\begin{equation*}
E_{g y}=\sum_{i} S_{g y, i} \exp \left(-j k_{x, i} x-j k_{g z, i} z\right) \tag{A.11}
\end{equation*}
$$

and it satisfies the wave equation

$$
\begin{equation*}
\nabla^{2} E_{g y}+k_{0}^{2} \epsilon_{g} E_{g y}=0 \tag{A.12}
\end{equation*}
$$

Substituting Eq. (A.11) into Eq. (A.12) gives

$$
\begin{gather*}
\frac{\partial^{2} S_{g y, i}}{\partial z^{2}}-j 4 \pi\left(\frac{\sqrt{\epsilon \epsilon_{g 0}} \cos \theta^{\prime}}{\lambda}-\frac{i \cos \varphi}{\Lambda}\right) \frac{\partial S_{g y, i}}{\partial z} \\
+\frac{4 \pi^{2}}{\Lambda^{2}} i(m-i) S_{g y, i}+\frac{2 \pi^{2} \Delta \epsilon}{\lambda^{2}}\left(S_{g y, i+1}+S_{g y, i-1}\right)=0 \tag{A.13}
\end{gather*}
$$

where $m=\frac{2 \Lambda}{\lambda} \sqrt{\epsilon_{g 0}} \cos \left(\theta^{\prime}-\varphi\right)$. The permittivity matrix of the volume grating can be expressed in the form of Eq. (A5) in Moharam et al. [124], and the eigenvector matrix $\mathbf{W}$ and eigenvalue matrix $\mathbf{Q}$ of the permittivity matrix can be calculated. The electric field
expression in the volume grating is expressed as

$$
\begin{equation*}
S_{g y, i}(z)=\sum_{p=1}^{2 s} C_{p} w_{i, p} \exp \left(q_{p} z\right) \tag{A.14}
\end{equation*}
$$

where $2 s$ is the total number of diffraction orders, $w_{i, p}$ is the $(i, p)$ th element of $\mathbf{W}$ (size $2 s \times 2 s)$, and $q_{p}$ is the $(p, p)$ th element of $\mathbf{Q}$ (size $\left.2 s \times 2 s\right)$.

If the volume grating is fabricated in the waveguide, the nonhomogenous system of equations related to the boundary conditions is in the form of

$$
\left[\begin{array}{ccc}
-\mathbf{I} & \mathbf{0} & \mathbf{M}_{g 1}  \tag{A.15}\\
-j \mathbf{Y}_{c} & \mathbf{0} & \mathbf{M}_{g 2} \\
\mathbf{0} & -\mathbf{I} & \mathbf{M}_{g 3} \\
\mathbf{0} & j \mathbf{Y}_{s} & \mathbf{M}_{g 4}
\end{array}\right]\left[\begin{array}{c}
\mathbf{R} \\
\mathbf{T} \\
\mathbf{C}_{1} \\
\mathbf{C}_{2}
\end{array}\right]=\left[\begin{array}{c}
\delta_{i 0} \\
a \delta_{i 0} \\
\mathbf{0} \\
\mathbf{0}
\end{array}\right]
$$

where $a=-j k_{0} n_{c} \cos \theta, \mathbf{Y}_{c}$ and $\mathbf{Y}_{s}$ are diagonal matrices with diagonal elements $k_{c z, i}$ and $k_{s z, i}$ defined in Eq. (2.8), respectively, $\mathbf{C}_{1}$ and $\mathbf{C}_{2}$ are vectors consisting of $C_{1}$ to $C_{s}$ and $C_{s+1}$ to $C_{2 s}$, respectively, $\mathbf{M}_{g 1}$ is the matrix consisting of the first $s$ rows of $\mathbf{W}$, the $(i, p)$ th element of $\mathbf{M}_{g 2}$ is $M_{i, p}^{g 1}\left(q_{p}-j k_{g z, i}\right)$, the $(i, p)$ th element of $\mathbf{M}_{g 3}$ is $M_{i, p}^{g 1} \exp \left(q_{p}-j k_{g z, i}\right)$, and the $(i, p)$ th element of $\mathbf{M}_{g 4}$ is $M_{i, p}^{g 1}\left(q_{p}-j k_{g z, i}\right) \exp \left(q_{p}-j k_{g z, i}\right)$. The size of $\mathbf{M}_{g 1}, \mathbf{M}_{g 2}, \mathbf{M}_{g 3}$ and $\mathbf{M}_{g 4}$ are $s \times 2 s$, while the others are $s \times s$. If the volume grating is configured above the waveguide, the boundary condition matrix is in the form of Eq. (2.23) with appropriate modifications.

## APPENDIX B

## 3D FINITE-DIFFERENCE TIME-DOMAIN METHOD

Finite-different time-domain (FDTD) method is a time-domain numerical analysis technique for modeling computational electromagnetics and finding approximate solutions based on Maxwell's differential equations. It has been widely used to model complex electromagnetic problems in the field of ultralow-frequency geophysics [181], radar [182], antenna [183], wireless communications [184], biomedical imaging [185], photonic crystals [186], and diffraction optics [187], etc. Kane Yee first introduced the FDTD scheme to electromagnetic problems in 1996 [188]. In Yee's FDTD formulation, Maxwell's curl equations are discretized in time and space by using centered finite difference operators. The space discretization make it flexible to model radiation or scattering from objects with arbitrary shapes.

## B. 1 Formulation in the Central Region

IN Yee's FDTD formulation, the computational space is discretized into a 3D domain in the size of $N_{x} \times N_{y} \times N_{z}$, where $N_{x}, N_{y}$, and $N_{z}$ are the total number of cells in the $x, y$, and $z$ direction, respectively. The domain is populated by staggered unit cells of $E$ and $H$ fields as shown in Fig. B.1. The unit step in the $x, y$, and $z$ direction are set as $\Delta x, \Delta y$, and $\Delta z$, respectively. The unit time step is set as $\Delta t$ based on the stability condition

$$
\begin{equation*}
\Delta t \leq \frac{1}{c \sqrt{\frac{1}{(\Delta x)^{2}}+\frac{1}{(\Delta y)^{2}}+\frac{1}{(\Delta z)^{2}}}} \tag{B.1}
\end{equation*}
$$

In order to reduce the effect of scattering at domain boundaries, the whole structure is surrounded by a perfectly matched layer (PML).


Figure B.1: Staggered FDTD unit cells in which green arrows indicate $H$ fields and red arrows indicate $E$ fields.

Ampere's equation

$$
\begin{equation*}
\epsilon_{0} \epsilon_{r} \frac{\partial \bar{E}}{\partial t}=\nabla \times \bar{H}-\bar{J} \tag{B.2}
\end{equation*}
$$

is first separated into the $x, y$, and $z$ component as follows:

$$
\begin{align*}
& \epsilon_{0} \epsilon_{r} \frac{\partial E_{x}}{\partial t}=\frac{\partial H_{z}}{\partial y}-\frac{\partial H_{y}}{\partial z}-J_{x}  \tag{B.3}\\
& \epsilon_{0} \epsilon_{r} \frac{\partial E_{y}}{\partial t}=\frac{\partial H_{x}}{\partial z}-\frac{\partial H_{z}}{\partial x}-J_{y}  \tag{B.4}\\
& \epsilon_{0} \epsilon_{r} \frac{\partial E_{z}}{\partial t}=\frac{\partial H_{y}}{\partial x}-\frac{\partial H_{x}}{\partial y}-J_{z} . \tag{B.5}
\end{align*}
$$

If input field is polarized in the $z$ direction (assumed for the subsequently derivations), the component $J_{x}$ and $J_{y}$ will be zero. Similarly, Faraday's equation

$$
\begin{equation*}
\mu_{0} \frac{\partial \bar{H}}{\partial t}=-\nabla \times \bar{E}-\bar{M} \tag{B.6}
\end{equation*}
$$

is separated into the $x, y$, and $z$ component as follows:

$$
\begin{align*}
& \mu_{0} \frac{\partial H_{x}}{\partial t}=-\frac{\partial E_{z}}{\partial y}+\frac{\partial E_{y}}{\partial z}-M_{x}  \tag{B.7}\\
& \mu_{0} \frac{\partial H_{y}}{\partial t}=-\frac{\partial E_{x}}{\partial z}+\frac{\partial E_{z}}{\partial x}-M_{y}  \tag{B.8}\\
& \mu_{0} \frac{\partial H_{z}}{\partial t}=-\frac{\partial E_{y}}{\partial x}+\frac{\partial E_{x}}{\partial y}-M_{z} \tag{B.9}
\end{align*}
$$

where $M_{x}=M_{y}=M_{z}=0$ for a $J_{z}$ excited input field.
The time stepping formulas for the field $E_{x}, E_{y}, E_{z}, H_{x}, H_{y}$, and $H_{z}$ are found by expanding the spatial and time derivatives in Eq. (B.3) to (B.5) and Eq. (B.7) to (B.9) using the central difference and forward difference formula, respectively:

$$
\begin{align*}
& E_{x}^{n+1}\left(i+\frac{1}{2}, j, k\right)=E_{x}^{n}\left(i+\frac{1}{2}, j, k\right)+\frac{\Delta t}{\epsilon_{0} \epsilon_{r}} \times \\
& \left\{\frac{1}{\Delta y}\left[H_{z}^{n+\frac{1}{2}}\left(i+\frac{1}{2}, j+\frac{1}{2}, k\right)-H_{z}^{n+\frac{1}{2}}\left(i+\frac{1}{2}, j-\frac{1}{2}, k\right)\right]\right.  \tag{B.10}\\
& \left.-\frac{1}{\Delta z}\left[H_{y}^{n+\frac{1}{2}}\left(i+\frac{1}{2}, j, k+\frac{1}{2}\right)-H_{y}^{n+\frac{1}{2}}\left(i+\frac{1}{2}, j, k-\frac{1}{2}\right)\right]\right\}, \\
& E_{y}^{n+1}\left(i, j+\frac{1}{2}, k\right)=E_{y}^{n}\left(i, j+\frac{1}{2}, k\right)+\frac{\Delta t}{\epsilon_{0} \epsilon_{r}} \times \\
& \left\{\frac{1}{\Delta z}\left[H_{x}^{n+\frac{1}{2}}\left(i, j+\frac{1}{2}, k+\frac{1}{2}\right)-H_{x}^{n+\frac{1}{2}}\left(i, j+\frac{1}{2}, k-\frac{1}{2}\right)\right]\right.  \tag{B.11}\\
& \left.-\frac{1}{\Delta x}\left[H_{z}^{n+\frac{1}{2}}\left(i+\frac{1}{2}, j+\frac{1}{2}, k\right)-H_{z}^{n+\frac{1}{2}}\left(i-\frac{1}{2}, j+\frac{1}{2}, k\right)\right]\right\}
\end{align*}
$$

$$
\begin{align*}
& E_{z}^{n+1}\left(i, j, k+\frac{1}{2}\right)=E_{z}^{n}\left(i, j, k+\frac{1}{2}\right)+\frac{\Delta t}{\epsilon_{0} \epsilon_{r}} \times \\
& \left\{\frac{1}{\Delta x}\left[H_{y}^{n+\frac{1}{2}}\left(i+\frac{1}{2}, j, k+\frac{1}{2}\right)-H_{y}^{n+\frac{1}{2}}\left(i-\frac{1}{2}, j, k+\frac{1}{2}\right)\right]\right.  \tag{B.12}\\
& -\frac{1}{\Delta y}\left[H_{x}^{n+\frac{1}{2}}\left(i, j+\frac{1}{2}, k+\frac{1}{2}\right)-H_{x}^{n+\frac{1}{2}}\left(i, j-\frac{1}{2}, k+\frac{1}{2}\right)\right] \\
& \left.-J_{z}^{n+1}\left(i, j, k+\frac{1}{2}\right)\right\},
\end{align*}
$$

$$
\begin{align*}
& H_{x}^{n+\frac{1}{2}}\left(i, j+\frac{1}{2}, k+\frac{1}{2}\right)=H_{x}^{n-\frac{1}{2}}\left(i, j+\frac{1}{2}, k+\frac{1}{2}\right)-\frac{\Delta t}{\mu_{0}} \times \\
& \left\{\frac{1}{\Delta y}\left[E_{z}^{n}\left(i, j+1, k+\frac{1}{2}\right)-E_{z}^{n}\left(i, j, k+\frac{1}{2}\right)\right]\right.  \tag{B.13}\\
& \left.-\frac{1}{\Delta z}\left[E_{y}^{n}\left(i, j+\frac{1}{2}, k+1\right)-E_{y}^{n}\left(i, j+\frac{1}{2}, k\right)\right]\right\},
\end{align*}
$$

$$
H_{y}^{n+\frac{1}{2}}\left(i+\frac{1}{2}, j, k+\frac{1}{2}\right)=H_{y}^{n-\frac{1}{2}}\left(i+\frac{1}{2}, j, k+\frac{1}{2}\right)-\frac{\Delta t}{\mu_{0}} \times
$$

$$
\begin{equation*}
\left\{\frac{1}{\Delta z}\left[E_{x}^{n}\left(i+\frac{1}{2}, j, k+1\right)-E_{x}^{n}\left(i+\frac{1}{2}, j, k\right)\right]\right. \tag{B.14}
\end{equation*}
$$

$$
\left.-\frac{1}{\Delta x}\left[E_{z}^{n}\left(i+1, j, k+\frac{1}{2}\right)-E_{z}^{n}\left(i, j, k+\frac{1}{2}\right)\right]\right\}
$$

$$
H_{z}^{n+\frac{1}{2}}\left(i+\frac{1}{2}, j+\frac{1}{2}, k\right)=H_{z}^{n-\frac{1}{2}}\left(i+\frac{1}{2}, j+\frac{1}{2}, k\right)-\frac{\Delta t}{\mu_{0}} \times
$$

$$
\begin{equation*}
\left\{\frac{1}{\Delta x}\left[E_{y}^{n}\left(i+1, j+\frac{1}{2}, k\right)-E_{y}^{n}\left(i, j+\frac{1}{2}, k\right)\right]\right. \tag{B.15}
\end{equation*}
$$

$$
\left.-\frac{1}{\Delta y}\left[E_{x}^{n}\left(i+\frac{1}{2}, j+1, k\right)-E_{x}^{n}\left(i+\frac{1}{2}, j, k\right)\right]\right\}
$$

## B. 2 Formulation in the PML Region

The time-stepping formulation in the PML region is derived by first defining the relative permittivity or permeability matrix of the artificial PML region as

$$
M=\bar{\epsilon}_{r}=\overline{\bar{\mu}}_{r}=\left[\begin{array}{ccc}
\frac{s_{y} s_{z}}{s_{x}} & 0 & 0  \tag{B.16}\\
0 & \frac{s_{x} s_{z}}{s_{y}} & 0 \\
0 & 0 & \frac{s_{y} s_{x}}{s_{z}}
\end{array}\right],
$$

where $s_{q}=1-j \frac{\sigma_{q}}{\omega \epsilon_{0}}, q=x, y$, or $z$, such that $\overline{\bar{\epsilon}}=\epsilon_{0} \overline{\bar{\epsilon}}_{r}$ and $\overline{\bar{\mu}}=\mu_{0} \overline{\bar{\mu}}_{r}$. The parameter $\sigma_{q}$ is calculated from the following equation

$$
\begin{equation*}
\sigma_{q}\left(q_{i}\right)=-\left(\frac{q_{i}}{d_{q}}\right)^{m} \frac{(m+1) \ln (R)}{2 \eta_{0} d_{q}} \tag{B.17}
\end{equation*}
$$

where $q_{i}$ indicates the grid location in the $q$ direction, $d_{q}$ is the thickness of PML in the $q$ direction, $R$ is the desired reflectance, and $m$ is an arbitrary number in the range of [3,4]. The matrix $M$ in Eq. (B.16) can be separated into two matrices as follows:

$$
M=M_{1} M_{2}=\left[\begin{array}{ccc}
s_{y} & 0 & 0  \tag{B.18}\\
0 & s_{z} & 0 \\
0 & 0 & s_{x}
\end{array}\right]\left[\begin{array}{ccc}
\frac{s_{z}}{s_{x}} & 0 & 0 \\
0 & \frac{s_{x}}{s_{y}} & 0 \\
0 & 0 & \frac{s_{y}}{s_{z}}
\end{array}\right] .
$$

As a result, the Maxwell's equation $\nabla \times \bar{E}=-j \omega \overline{\bar{\mu}} \bar{H}$ can be separated as

$$
\begin{align*}
\nabla \times \bar{E} & =-j \omega M_{1} \bar{B}  \tag{B.19}\\
\bar{B} & =\mu_{0} M_{2} \bar{H} \tag{B.20}
\end{align*}
$$

the Maxwell's equation $\nabla \times \bar{H}=j \omega \overline{\bar{\epsilon}} \bar{E}$ can be separated as

$$
\begin{align*}
\nabla \times \bar{H} & =j \omega M_{1} \bar{D}  \tag{B.21}\\
\bar{D} & =\epsilon_{0} M_{2} \bar{E} \tag{B.22}
\end{align*}
$$

Then, the time-stepping formulas in the PML region can be expressed as follows:

$$
\begin{gather*}
D_{x}^{n+1}\left(i+\frac{1}{2}, j, k\right)=\frac{1}{\frac{1}{\Delta t}+\frac{\sigma_{y}}{2 \epsilon_{0}}}\left\{\left(\frac{1}{\Delta t}-\frac{\sigma_{y}}{2 \epsilon_{0}}\right) D_{x}^{n}\left(i+\frac{1}{2}, j, k\right)\right. \\
+\frac{1}{\Delta y}\left[H_{z}^{n+\frac{1}{2}}\left(i+\frac{1}{2}, j+\frac{1}{2}, k\right)-H_{z}^{n+\frac{1}{2}}\left(i+\frac{1}{2}, j-\frac{1}{2}, k\right)\right]  \tag{B.23}\\
\left.-\frac{1}{\Delta z}\left[H_{y}^{n+\frac{1}{2}}\left(i+\frac{1}{2}, j, k+\frac{1}{2}\right)-H_{y}^{n+\frac{1}{2}}\left(i+\frac{1}{2}, j, k-\frac{1}{2}\right)\right]\right\}, \\
E_{x}^{n+1}\left(i+\frac{1}{2}, j, k\right)=\frac{1}{\epsilon_{0} \epsilon_{s}\left(\frac{1}{\Delta t}+\frac{\sigma_{z}}{2 \epsilon_{0}}\right)} \times \\
\quad\left\{\epsilon_{0} \epsilon_{s}\left(\frac{1}{\Delta t}-\frac{\sigma_{z}}{2 \epsilon_{0}}\right) E_{x}^{n}\left(i+\frac{1}{2}, j, k\right)\right.  \tag{B.24}\\
\quad+\left(\frac{1}{\Delta t}+\frac{\sigma_{x}}{2 \epsilon_{0}}\right) D_{x}^{n+1}\left(i+\frac{1}{2}, j, k\right) \\
\left.\quad-\left(\frac{1}{\Delta t}-\frac{\sigma_{x}}{2 \epsilon_{0}}\right) D_{x}^{n}\left(i+\frac{1}{2}, j, k\right)\right\} ; \\
D_{y}^{n+1}\left(i, j+\frac{1}{2}, k\right)=\frac{1}{\frac{1}{\Delta t}+\frac{\sigma_{z}}{2 \epsilon_{0}}}\left\{\left(\frac{1}{\Delta t}-\frac{\sigma_{z}}{2 \epsilon_{0}}\right) D_{y}^{n}\left(i, j+\frac{1}{2}, k\right)\right. \\
+\frac{1}{\Delta z}\left[H_{x}^{n+\frac{1}{2}}\left(i, j+\frac{1}{2}, k+\frac{1}{2}\right)-H_{x}^{n+\frac{1}{2}}\left(i, j+\frac{1}{2}, k-\frac{1}{2}\right)\right]  \tag{B.25}\\
\left.-\frac{1}{\Delta x}\left[H_{z}^{n+\frac{1}{2}}\left(i+\frac{1}{2}, j+\frac{1}{2}, k\right)-H_{z}^{n+\frac{1}{2}}\left(i-\frac{1}{2}, j+\frac{1}{2}, k\right)\right]\right\},
\end{gather*}
$$

$$
\begin{gather*}
E_{y}^{n+1}\left(i, j+\frac{1}{2}, k\right)=\frac{1}{\epsilon_{0} \epsilon_{s}\left(\frac{1}{\Delta t}+\frac{\sigma_{x}}{2 \epsilon_{0}}\right)} \times \\
\left\{\epsilon_{0} \epsilon_{s}\left(\frac{1}{\Delta t}-\frac{\sigma_{x}}{2 \epsilon_{0}}\right) E_{y}^{n}\left(i, j+\frac{1}{2}, k\right)\right.  \tag{B.26}\\
+\left(\frac{1}{\Delta t}+\frac{\sigma_{y}}{2 \epsilon_{0}}\right) D_{y}^{n+1}\left(i, j+\frac{1}{2}, k\right) \\
\left.-\left(\frac{1}{\Delta t}-\frac{\sigma_{y}}{2 \epsilon_{0}}\right) D_{y}^{n}\left(i, j+\frac{1}{2}, k\right)\right\} ; \\
+\frac{1}{\Delta x}\left[H_{y}^{n+\frac{1}{2}}\left(i+\frac{1}{2}, j, k+\frac{1}{2}\right)-H_{y}^{n+\frac{1}{2}}\left(i-\frac{1}{2}, j, k+\frac{1}{2}\right)\right] \\
\left.-\frac{1}{\Delta y}\left[H_{x}^{n+\frac{1}{2}}\left(i, j+\frac{1}{2}, k+\frac{1}{2}\right)-H_{x}^{n+\frac{1}{2}}\left(i, j-\frac{1}{2}, k+\frac{1}{2}\right)\right]\right\},  \tag{B.27}\\
D_{z}^{n+1}\left(i, j, k+\frac{1}{2}\right)=\frac{1}{2 \epsilon_{x}}\left\{\left(\frac{1}{\Delta t}-\frac{\sigma_{x}}{2 \epsilon_{0}}\right) D_{z}^{n}\left(i, j, k+\frac{1}{2}\right)\right. \\
E_{z}^{n+1}\left(i, j, k+\frac{1}{2}\right)=\frac{1}{\epsilon_{0} \epsilon_{s}\left(\frac{1}{\Delta t}+\frac{\sigma_{y}}{2 \epsilon_{0}}\right)} \times \\
\left\{\epsilon_{0} \epsilon_{s}\left(\frac{1}{\Delta t}-\frac{\sigma_{y}}{2 \epsilon_{0}}\right) E_{z}^{n}\left(i, j, k+\frac{1}{2}\right)\right.  \tag{B.28}\\
+\left(\frac{1}{\Delta t}+\frac{\sigma_{z}}{2 \epsilon_{0}}\right) D_{z}^{n+1}\left(i, j, k+\frac{1}{2}\right) \\
\left.-\left(\frac{1}{\Delta t}-\frac{\sigma_{z}}{2 \epsilon_{0}}\right) D_{z}^{n}\left(i, j, k+\frac{1}{2}\right)\right\},
\end{gather*}
$$

where $\epsilon_{s}$ is the permittivity of materials inside of the PML;

$$
\begin{align*}
& B_{x}^{n+\frac{1}{2}}\left(i, j+\frac{1}{2}, k+\frac{1}{2}\right)=\frac{1}{\frac{1}{\Delta t}+\frac{\sigma_{y}}{2 \epsilon_{0}}} \times \\
& \left\{\left(\frac{1}{\Delta t}-\frac{\sigma_{y}}{2 \epsilon_{0}}\right) B_{x}^{n-\frac{1}{2}}\left(i, j+\frac{1}{2}, k+\frac{1}{2}\right)\right.  \tag{B.29}\\
& -\frac{1}{\Delta y}\left[E_{z}^{n}\left(i, j+1, k+\frac{1}{2}\right)-E_{z}^{n}\left(i, j, k+\frac{1}{2}\right)\right] \\
& \left.+\frac{1}{\Delta z}\left[E_{y}^{n}\left(i, j+\frac{1}{2}, k+1\right)-E_{y}^{n}\left(i, j+\frac{1}{2}, k\right)\right]\right\}
\end{align*}
$$

$$
\begin{align*}
& H_{x}^{n+\frac{1}{2}}\left(i, j+\frac{1}{2}, k+\frac{1}{2}\right)=\frac{1}{\mu_{0}\left(\frac{1}{\Delta t}+\frac{\sigma_{z}}{2 \epsilon_{0}}\right)} \times \\
& \left\{\mu_{0}\left(\frac{1}{\Delta t}-\frac{\sigma_{z}}{2 \epsilon_{0}}\right) H_{x}^{n-\frac{1}{2}}\left(i, j+\frac{1}{2}, k+\frac{1}{2}\right)\right.  \tag{B.30}\\
& +\left(\frac{1}{\Delta t}+\frac{\sigma_{x}}{2 \epsilon_{0}}\right) B_{x}^{n+\frac{1}{2}}\left(i, j+\frac{1}{2}, k+\frac{1}{2}\right) \\
& \left.-\left(\frac{1}{\Delta t}-\frac{\sigma_{x}}{2 \epsilon_{0}}\right) B_{x}^{n-\frac{1}{2}}\left(i, j+\frac{1}{2}, k+\frac{1}{2}\right)\right\}
\end{align*}
$$

$$
\begin{align*}
& H_{z}^{n+\frac{1}{2}}\left(i+\frac{1}{2}, j+\frac{1}{2}, k\right)=\frac{1}{\mu_{0}\left(\frac{1}{\Delta t}+\frac{\sigma_{y}}{2 \epsilon_{0}}\right)} \times \\
& \left\{\mu_{0}\left(\frac{1}{\Delta t}-\frac{\sigma_{y}}{2 \epsilon_{0}}\right) H_{z}^{n-\frac{1}{2}}\left(i+\frac{1}{2}, j+\frac{1}{2}, k\right)\right.  \tag{B.34}\\
& +\left(\frac{1}{\Delta t}+\frac{\sigma_{z}}{2 \epsilon_{0}}\right) B_{z}^{n+\frac{1}{2}}\left(i+\frac{1}{2}, j+\frac{1}{2}, k\right) \\
& \left.-\left(\frac{1}{\Delta t}-\frac{\sigma_{z}}{2 \epsilon_{0}}\right) B_{z}^{n-\frac{1}{2}}\left(i+\frac{1}{2}, j+\frac{1}{2}, k\right)\right\} .
\end{align*}
$$

Finally, the entire model is truncated using the perfect electric conductor (PEC) boundary condition at all outer surfaces; that is, $E_{x}=E_{y}=0$ at the top and bottom surfaces ( $x y$ plane), $E_{x}=E_{z}=0$ at the front and back surfaces ( $x z$ plane), and $E_{y}=E_{z}=0$ at the right and left surfaces ( $y z$ plane).

Source excitation can be achieved using an electric current source ( $J_{z}$ as an example) at desired locations. The source should be gradually pumped up to avoid the excitation of transient fields and undesirable frequencies.

## B. 3 Post-Processing of Simulated Fields

The most common post-processing of FDTD simulation is the computation of transmission and reflection spectra. The power $P$ (the amount of energy transferred per unit time) through a certain area (for 3D simulation) or line (for 2D simulation) at a given frequency $\omega$ can be calculated by integrating the Poynting vector (the directional energy transfer per unit area per unit time or, equivalently, the directional flux) in the plane normal direction $\hat{n}$ over the area/line as

$$
\begin{equation*}
P(\omega)=\operatorname{Re}\left\{\int \bar{E}_{\omega}^{*}(\bar{x}) \times \bar{H}_{\omega}(\bar{x}) \cdot \hat{n} d^{2} \bar{x}\right\} \tag{B.35}
\end{equation*}
$$

where $\bar{x}$ is a vector specifying the locations in the flux region. Note that the power calculated by Eq. (B.35) has a time dependence. If we are interested in the flux of an input pulse or a guided mode with multiple frequencies, we need to accumulate the Fourier Transforms of $\bar{E}(\bar{x})$ and $\bar{H}(\bar{x})$ at every location in the flux region. Let $f(t)=\bar{E}(\bar{x})$ or $\bar{H}(\bar{x})$. For each point in the flux region, the discrete Fourier transform in the time domain of $f(t)$ is the frequency domain function $F(\omega)=\bar{E}_{\omega}(\bar{x})$ or $\bar{H}_{\omega}(\bar{x})$ :

$$
\begin{equation*}
F(\omega)=\frac{1}{\sqrt{2 \pi}} \sum_{n} \exp (j \omega n \Delta t) f(n \Delta t) \Delta t \approx \frac{1}{\sqrt{2 \pi}} \int \exp (j \omega t) f(t) d t \tag{B.36}
\end{equation*}
$$

Then the resulting power at the desired frequency is calculated according to Eq. (B.35) using the Fourier transformed fields $\bar{E}_{\omega}(\bar{x})$ and $\bar{H}_{\omega}(\bar{x})$. The power $P(\omega)$ needs to be normalized by relating it with the incident power at each frequency in order to get the meaningful transmission/reflection spectrum. Sometimes, a reference case with no scattering centers needs to be used to determine the reflected flux because the total field calculated at the input port is a superposition of the input field and the reflected field.

Another useful post-processing is finding the modes of waveguiding structures. Eigenmodes can be calculated for a specific cross-section at a given frequency according to the modal methods. To identify the modes simulated by the FDTD, an overlap integral between the simulated field distribution $\left(\bar{E}_{s}(\bar{x})\right.$ and $\left.\bar{H}_{s}(\bar{x})\right)$ and the calculated eigenmodes $\left(\bar{E}_{e}(\bar{x})\right.$ and $\left.\bar{H}_{e}(\bar{x})\right)$ is performed as

$$
\begin{equation*}
O I=\operatorname{Re}\left\{\frac{\left(\int \bar{E}_{s}(\bar{x}) \times \bar{H}_{e}^{*}(\bar{x}) \cdot \hat{n} d^{2} \bar{x}\right)\left(\int \bar{E}_{e}(\bar{x}) \times \bar{H}_{s}^{*}(\bar{x}) \cdot \hat{n} d^{2} \bar{x}\right)}{\left(\int \bar{E}_{s}(\bar{x}) \times \bar{H}_{s}^{*}(\bar{x}) \cdot \hat{n} d^{2} \bar{x}\right)\left(\int \bar{E}_{e}(\bar{x}) \times \bar{H}_{e}^{*}(\bar{x}) \cdot \hat{n} d^{2} \bar{x}\right)}\right\} \tag{B.37}
\end{equation*}
$$

Many post-processing operations, including the two discussed above, are available in the open source software MEEP and other commercial software, such as Lumerical FDTD, and Synopsys FullWAVE, etc.


Figure B.2: Interlayer efficiency of GARC as a function of 3D FDTD resolution. The approximately converged value is $68 \%$.

## B. 4 Effect of Resolution on FDTD Results

The accuracy of the 3D FDTD calculation is largely determined by the resolution, or number of pixels (grids) per unit distance. The 3D FDTD is based on a set of cubic grids, which cannot properly represent a slanted or curved surface; instead, a staircase substitution is necessary to model the rotated/curved 3D geometry. This requires relatively high resolution to correctly calculate the fields and fluxes. Typically, the results display an oscillating and converging trend, as the resolution of FDTD simulation increases. The oscillatory behavior is due largely to the effects of the finite pixel size and the slight mismatches between the computational grid and the device structure. Subpixel averaging, a process to assign carefully designed average values of the permittivity to pixels at the structural boundaries in MEEP [189], may be incorporated to give more stable results. Usually at least 10 pixels/wavelength in the highest dielectric should be used. In Chapter 3, interlayer coupling efficiency of the GARC coupler was simulated using the MEEP 3D FDTD software package. This was done for a range of resolutions from 19 to 35 pixels $/ \mu \mathrm{m}$. From these calculations, the efficiency at convergence is approximately 68\%, as shown in Fig. B.2. The simulation results in the sensitivity analysis are obtained using the resolution 20 pixels $/ \mu \mathrm{m}$ considering the time-accuracy trade-off.

## APPENDIX C <br> 2D FINITE-DIFFERENCE BEAM PROPAGATION METHOD

Beam propagation method (BPM) has been successfully used to analyze guided wave structures, such as waveguide branches, waveguide couplers, optical fibers, etc., in which the beam propagation direction doesn't deviate too much from the optical axis. In the BPM formulation, the wave guiding structure is reduced to a 1D cross-sectional index profile by defining effective indices to various parts of the structure. Then the paraxial wave equation is solved with respect to those effective indices at different locations along the optical axis. Even though the effective index and paraxial approximations are not adequate for certain cases, BPM can still be applied to get qualitative predictions about the behavior of a specific guided-wave structure. For more accurate results, a full-wave simulation such as FDTD should be used, but this requires extensive computational load. Both fast Fourier transform (FFT) and finite difference (FD) method have been proposed to solve the partial differential equation (paraxial wave equation) [190]. Here we will briefly introduce and compare these two methods.

## C. 1 Derivation of Paraxial Wave Equation

Prior to the introduction of BPM, the scalar wave equation is derived first. Starting from the Maxwell's equations (Eq. (B.2) and Eq. (B.6)) and auxiliary functions, the vector wave equation

$$
\begin{equation*}
\nabla \times \nabla \times \bar{E}+\frac{1}{c^{2}} \frac{\partial^{2}}{\partial t^{2}} \bar{\epsilon}_{r} \cdot \bar{E}=0 \tag{C.1}
\end{equation*}
$$

can be derived. By using the vector identity

$$
\begin{equation*}
\nabla \times(\nabla \times \bar{A})=\nabla(\nabla \cdot \bar{A})-\nabla^{2} \bar{A}, \tag{C.2}
\end{equation*}
$$

the scalar wave equation (Helmholtz equation)

$$
\begin{equation*}
\nabla^{2} \xi+k_{0}^{2} \epsilon_{r} \xi=0 \tag{C.3}
\end{equation*}
$$

is obtained for each component of $\bar{E}$. In the paraxial limit, the index modulation $\delta n$ is assumed to be small, so Eq. (C.3) can be rewritten as

$$
\begin{equation*}
\nabla^{2} \xi+k_{0}^{2}\left(n_{0}+\delta n\right)^{2} \xi=0 \tag{C.4}
\end{equation*}
$$

Now assume the waveguide structure, whose index profile is represented by $n(x, z)=$ $n_{0}+\delta n$, carries TE-polarized field. The only electric field component $\xi_{y}$ can be expressed as follows:

$$
\begin{equation*}
\xi_{y}(x, y, z)=E_{y}(x, y, z) \exp \left(-j k_{0} n_{0} z\right) \tag{C.5}
\end{equation*}
$$

where $E_{y}(x, y, z)$ is the field amplitude distribution (beam envelope). Assume the field is uniform across the $y$ dimension $(\partial / \partial y=0$ ). Substitute Eq. (C.5) into Eq. (C.4), resulting in

$$
\begin{equation*}
\left(\frac{\partial^{2}}{\partial z^{2}}-2 j k_{0} n_{0} \frac{\partial}{\partial z}-\left(k_{0} n_{0}\right)^{2}+\frac{\partial^{2}}{\partial x^{2}}\right) E_{y}+k_{0}^{2}\left[n_{0}^{2}+2 n_{0} \delta n+(\delta n)^{2}\right] E_{y}=0 \tag{C.6}
\end{equation*}
$$

where the $\partial^{2} / \partial z^{2}$ term can be treated as zero by the slow-varying envelope approximation, and $(\delta n)^{2}=0$ due to small index perturbation (so $2 n_{0} \delta n \approx n^{2}(x, z)-n_{0}^{2}$ ). As a result, Helmholtz equation can be reduced to the paraxial wave equation:

$$
\begin{equation*}
2 j k_{0} n_{0} \frac{\partial E_{y}}{\partial z}=\frac{\partial^{2} E_{y}}{\partial x^{2}}+k_{0}^{2}\left[n^{2}(x, z)-n_{0}^{2}\right] E_{y} . \tag{C.7}
\end{equation*}
$$

## C. 2 Finite-Difference BPM

In the FD-BPM approach, the 2D simulation space is divided into grids with sides $\Delta x$ and $\Delta z$. The partial differential equation Eq. (C.7) is represented by the finite difference approximation

$$
\begin{equation*}
2 j k_{0} n_{0} \frac{\partial E_{i}}{\partial z}=\frac{E_{i-1}-2 E_{i}+E_{i+1}}{\Delta x^{2}}+k_{0}^{2}\left[n_{i}^{2}(z)-n_{0}^{2}\right] E_{i}, \tag{C.8}
\end{equation*}
$$

where $E_{i}$ is the electric field $E_{y}$ at $(i \Delta x, z)$ location, and $i$ is the location index along the transverse direction $x$. Integrate Eq. (C.8) in the interval $[z, z+\Delta z]$ and approximate the integration by trapezoidal rule, the electric field at location $z+\Delta z$ can be related to the electric field at location $z$ by

$$
\begin{equation*}
-a E_{i-1}(z+\Delta z)+b E_{i}(z+\Delta z)-a E_{i+1}(z+\Delta z)=a E_{i-1}(z)+c E_{i}(z)+a E_{i+1}(z) \tag{C.9}
\end{equation*}
$$

where

$$
\begin{align*}
a & =\frac{\Delta z}{2 \Delta x^{2}}  \tag{C.10}\\
b & =\frac{\Delta z}{\Delta x^{2}}-\frac{\Delta z}{2}\left[n_{i}^{2}(z+\Delta z)-n_{0}^{2}\right]+2 j k_{0} n_{0}  \tag{C.11}\\
c & =-\frac{\Delta z}{\Delta x^{2}}+\frac{\Delta z}{2}\left[n_{i}^{2}(z)-n_{0}^{2}\right]+2 j k_{0} n_{0} \tag{C.12}
\end{align*}
$$

## C. 3 Fast Fourier Transform BPM

In the FFT-BPM approach, Eq. (C.7) can be separated into the diffraction contribution

$$
\begin{equation*}
\frac{\partial E_{y}(x, z)}{\partial z}=\frac{-j}{k_{0} n_{0}} \frac{\partial^{2} E_{y}(x, z)}{\partial x^{2}} \tag{C.13}
\end{equation*}
$$

and the refraction contribution

$$
\begin{align*}
\frac{\partial E_{y}(x, z)}{\partial z} & =\frac{-j}{k_{0} n_{0}} k_{0}^{2}\left(n^{2}-n_{0}^{2}\right) E_{y}(x, z) \\
& =\frac{-j}{n_{0}} k_{0}\left(n^{2}-n_{0}^{2}\right) E_{y}(x, z) \tag{C.14}
\end{align*}
$$

Fourier transforming Eq. (C.13) results in

$$
\begin{equation*}
\frac{\partial \tilde{E}_{y}\left(k_{x}, z\right)}{\partial z}=\frac{-j}{k_{0} n_{0}}\left(-k_{x}^{2}\right) \tilde{E}_{y}\left(k_{x}, z\right), \tag{C.15}
\end{equation*}
$$

where $k_{x}$ indicates reciprocal space of $x$ and $\tilde{E}_{y}$ represents the Fourier transform of $E_{y}$. Then a solution to Eq. (C.15) is

$$
\begin{equation*}
\tilde{E}_{y}\left(k_{x}, z\right)=\exp \left[\frac{-j}{k_{0} n_{0}}\left(-k_{x}^{2}\right) z\right] . \tag{C.16}
\end{equation*}
$$

The Fourier-transformed field at the next location $\tilde{E}_{y}\left(k_{x}, z+\Delta z\right)$ is then related to the transformed field $\tilde{E}_{y}\left(k_{x}, z\right)$ at the current location as

$$
\begin{equation*}
\tilde{E}_{y}\left(k_{x}, z+\Delta z\right)=\tilde{E}_{y}\left(k_{x}, z\right) \exp \left[\frac{-j}{k_{0} n_{0}}\left(-k_{x}^{2}\right) \Delta z\right] . \tag{C.17}
\end{equation*}
$$

Similarly, the solution to Eq.(C.14) is easy to obtain as

$$
\begin{equation*}
E_{y}(x, z)=\exp \left[\frac{-j}{n_{0}} k_{0}\left(n^{2}-n_{0}^{2}\right) z\right], \tag{C.18}
\end{equation*}
$$

and the field at the next $z$ location $E_{y}(x, z+\Delta z)$ is

$$
\begin{equation*}
E_{y}(x, z+\Delta z)=E_{y}(x, z) \exp \left[\frac{-j}{n_{0}} k_{0}\left(n^{2}-n_{0}^{2}\right) \Delta z\right] \tag{C.19}
\end{equation*}
$$

For the diffraction contribution along, the iterative formulation for $E_{y}(x, z+\Delta z)$ is

$$
\begin{align*}
E_{y}(x, z+\Delta z) & =F T^{-1}\left\{\tilde{E}_{y}\left(k_{x}, z+\Delta z\right)\right\} \\
& =F T^{-1}\left\{\tilde{E}_{y}\left(k_{x}, z\right) \exp \left[\frac{-j}{k_{0} n_{0}}\left(-k_{x}^{2}\right) \Delta z\right]\right\} \\
& =F T^{-1}\left\{F T\left\{E_{y}(x, z)\right\} \exp \left[\frac{j k_{x}^{2}}{k_{0} n_{0}} \Delta z\right]\right\} . \tag{C.20}
\end{align*}
$$

Now add the refraction contribution to Eq. (C.20):

$$
\begin{equation*}
E_{y}(x, z+\Delta z)=F T^{-1}\left\{F T\left\{E_{y}(x, z)\right\} \exp \left[\frac{j k_{x}^{2}}{k_{0} n_{0}} \Delta z\right]\right\} \exp \left[\frac{-j}{n_{0}} k_{0}\left(n^{2}-n_{0}^{2}\right) \Delta z\right] . \tag{C.21}
\end{equation*}
$$

Equation (C.21) is the final FFT-BPM formulation which can be solved by fast Fourier transform.

For both FD-BPM and FFT-BPM, the accuracy depends on the resolution in the transverse direction $\Delta x$ and the longitudinal direction $\Delta z$. It is found that FFT-BPM degrades faster at smaller $\Delta z$, while the degradation in FD-BPM is slower and well behaved. In addition, the numerical error of FFT-BPM exibits an oscillatory behavior as a function of $\Delta z$, while the FD-BPM result is smooth [190].
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[^0]:    ${ }^{a}$ Thermal design power: average power the processor dissipates when operating at base frequency with all cores active ${ }^{\mathrm{b}}$ Power dissipation of the whole package measured in the lab ${ }^{\mathrm{c}}$ Maximum power consumption

